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ABSTRACT

In cognitive radio networks (CRNs), secondary users (SUs) may employ network coding to pursue higher
throughput. However, as SUs must vacate the spectrum when it is accessed by primary users (PUs), the
available transmission time of SUs is usually uncertain, i.e., SUs do not know how long the idle state can
last. Meanwhile, existing network coding strategies generally adopt a block-based transmission scheme,
which means that all packets in the same block can be decoded simultaneously only when enough coded
packets are collected. Therefore, the gain brought by network coding may be dramatically decreased as
the packet collection process may be interrupted due to the unexpected arrivals of PUs.

In this paper, for the first time, we develop an efficient network coding strategy for SUs while considering
the uncertain idle durations in CRNs. At its heart is that systematic network coding (SNC) is employed
to opportunistically utilize the idle duration left by PUs. To handle the uncertainty of idle durations,
we utilize confidential interval estimation to estimate the expected duration for stochastic idle dura-
tions, and multi-armed bandits to determine the duration sequentially for non-stochastic idle durations,
respectively. Then, we propose a coding parameter selection algorithm for SNC by considering the com-
plicated correlation among the receptions at different receivers. Simulation results show that, our pro-
posed schemes outperform both traditional optimal block-based network coding and non-network cod-
ing schemes, and achieve competitive performance compared with the scheme with perfect idle duration
information.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

combining multiple input packets into one packet algebraically be-
fore forwarding, network coding is able to achieve the multicast

Due to the pressing demand of efficient frequency spectrum us-
age, cognitive radio networks (CRNs) have spurred a wide range
of research interests because they can improve spectrum utiliza-
tion of the limited spectrum resources [1]. The key idea in CRNs
is to allow secondary users (SUs) share the spectrum simultane-
ously with the primary users (PUs), as long as they do not harm
the transmissions of PUs [2]. As a result, a critical challenge for
SUs in CRNs is how to efficiently utilize the “scarce opportunities”
for higher performance.

In recent years, network coding [3] has emerged as a promising
technology to achieve higher performance in wireless networks. By
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capacity [3]. Due to its huge benefits, network coding is not only
applied in multi hop scenarios, but also in single hop broadcast
scenarios, which has been extensively studied in [4-7], etc. Intu-
itively, network coding can also be utilized to improve SUs’ perfor-
mance, e.g., the efficiency of SUs utilizing the “scarce opportuni-
ties” may be greatly increased.

Network coding has the potential to improve SUs’ performance
in CRNs. However, it is not easy to extend the previous studies of
network coding to SUs in CRNs. To begin with, network coding
usually adopts a block-based transmission (e.g., [8-10], etc). That
is, the data packets in the same block can be recovered only when
at least the number of block size coded packets are collected at the
receivers. The block size must be carefully predetermined accord-
ing to the current available time, since the block size is directly re-
lated to the throughput gain [10]. However, in the context of CRNSs,
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Fig. 1. The “spectrum holes” are limited and uncertain.
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Fig. 2. The block size selection is challenging due to the uncertain idle duration.

SUs can only opportunistically explore the “spectrum holes” on PU
channels for data transmissions. As shown in Fig. 1, these “spec-
trum holes”, which are the available transmission time for SUs, are
usually uncertain in the sense that SUs’ transmissions may be inter-
rupted by PUs at any time. Due to this uncertainty, it is challenging
to apply network coding in SUs’ data transmission.

Take Fig. 2 as an example. In Fig. 2(a), a block with too large
size cannot be decoded in the current idle duration and have to
be resumed in the next idle duration, which depends on the ac-
tivity of PUs. Since the activity of PUs is uncertain and may be
unpredictable sometimes, the packet delay (decoding & waiting)
may be extremely large, which is unacceptable to delay-sensitive
traffic. On the contrary, if the SUs choose a too small block size
(see Fig. 2(b)), the block may be decoded long before the current
idle duration ends. However, as put in [10], small block size can-
not bring great throughput gains. Therefore, the coding scheme as
well as the block size selection should be reconsidered and care-
fully designed with consideration of the uncertain idle durations in
CRNs.

In this study, we aim to develop an efficient network coding
scheme for SUs to achieve the promising performance gains in
CRNs. To our best, this is the first work to study how to leverage
network coding to improve SUs’ performance while considering the
uncertain idle durations. The key issue in the problem of network
coding for SUs is to determine the block size k before each round
of data transmission. According to [33-36], the optimal block size
k* is determined by several factors, among which a major one is
the number of time slots I that is available for transmission. Thus,
we propose to estimate [ first, and then choose k* based on the
estimated I. Besides, to jointly consider the estimation of I and the
selection of k*, we employ systematic network coding (SNC) in the
coded data transmission to reduce the negative effect from the in-
accurate estimation.

To summarize, our main contributions are as follows.

1. We propose two idle duration selection algorithms for SUs to
estimate the duration of available transmission. For the case
where the idle duration is stochastic, we employ confidential
interval estimation (CIE) to estimate the idle duration on av-
erage. For the non-stochastic case, we model the idle duration
selection problem into a non-stochastic multi-armed bandits

(MAB) problem [21] and propose a MAB-based algorithm to se-
quentially select the idle durations.

2. We develop a block size selection algorithm for SNC to adap-
tively determine the proportion of the number of coded packets
and uncoded packets to be transmitted. We analytically show
that the algorithm can be addressed in O(NI*) time, where N is
the number of SU receivers and I is the estimated duration of
available transmission.

3. We generalize our approach framework to incorporate multi-
ple PU channels. To handle the uncertain idle durations un-
der multiple PU channels, we discuss how to modify the CIE-
based algorithm for stochastic idle durations and the MAB-
based algorithm for non-stochastic idle durations, respectively.
We also theoretically analyze the performance of the modified
two-dimensional MAB algorithm.

4. Our simulation results show that, the gain of our proposed
scheme over the non-network coding transmission policy and
optimal random linear network coding scheme is up to 1.48x
and 1.85x under stochastic idle durations, and 1.2x and 1.75x
under non-stochastic idle durations, respectively. Besides, com-
pared to the scheme with perfect idle duration information,
our scheme achieves high steady utilization, around 90% for
stochastic idle durations, and 88% for non-stochastic case, re-
spectively.

The rest of this paper is organized as follows. The related work
is reviewed in Section 2. Section 3 describes the model and prob-
lem formulation. In Section 4, we present two algorithms to handle
the uncertainty of the available time for SUs, while a block size se-
lection algorithm for SNC is developed in Section 5. Section 6 dis-
cusses how to extend our algorithms when there are multiple PU
channels. The performance evaluation is conducted via extensive
simulations in Section 7. Section 8 presents the discussion. Finally,
Section 9 concludes the paper and discusses the future work.

2. Related work

The related studies can be generally categorized into the follow-
ing four aspects: learning-based dynamic spectrum access in CRNs,
characterization and modeling of PU behavior in CRNs, utilization
of network coding in CRNs, and network coding for real-time traf-
fic.

2.1. Learning-based dynamic spectrum access in CRNs

Our work is sort of learning the primary user environment in
CRNs. There has been a rich body of studies on dynamic spectrum
access in CRNs in existing works. SUs need to conduct a learning
process to select good channels since channel availability and qual-
ity is unknown to SUs. Existing works study this problem from a
sequential decision perspective by multi-armed bandits (MAB) ap-
proaches, or from a game theoretic perspective by equilibrium con-
vergence.

Shu and Krunz [11] propose a throughput-optimal deci-
sion scheme for stochastic homogeneous channels. The proposed
scheme uses a threshold to distinguish good channel and bad
channel. For the case of pre-allocated ranks for SUs and non such
prior information, Anandkumar et al. [12] proposes two distributed
learning and allocation schemes respectively. Li et al. [13] studies
the joint channel sensing, probing and accessing problem in CRNs
when channel states are non-stochastic, and presents an almost
throughput optimal scheme with the help of MAB.

Moreover, some works study dynamic spectrum access from
an adaptive, game theoretic learning perspective. Maskery et al.
[14] models the dynamic channel access problem as a non-
cooperative game for stochastic homogeneous channels, and de-
rives the probability of channel contention by CSMA mechanism.
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For the case of heterogeneous channel, Xu et al. [15] develops a
potential game to maximize the expected throughput of all SUs.

To sum up, current works on learning-based dynamic spectrum
access in CRNs mainly focus on how to access the best channel
that can boost the greatest throughput. However, after accessing
the channel, how to efficiently transmit data packets in the lim-
ited and uncertain idle durations has not been studied, which is
the main contribution of this paper. Furthermore, although MAB
has been widely used in CRNs, these works generally adopt MAB
for channel selection, while MAB is mainly used to choose the idle
duration of the channel in our work.

2.2. Characterization and modeling of PU behavior in CRNs

In addition to learning the primary user environment in CRNs,
there are rich studies about the characterization and modeling of
PU behavior in CRNs. To understand the characteristics mainly in-
cluding the variability in spectrum user over different types of
areas in a metropolitan area, Palaios et al. [16] conducts mea-
surements by three spectrum analyzers in London. They study
the correlation structures and dynamics in spectrum use from the
perspectives of temporal, spatial and frequency domains. Wellens
et al. [17] investigates the effect of the spectrum occupancy statis-
tics on the MAC-layer sensing performance, mainly from the tem-
porary domain. They show that if the OFF- and ON-period dura-
tions tend to be longer, the adaptive algorithms exploiting knowl-
edge on these distributions will achieve significant performance
gains.

Moreover, Ghosh et al. [18] develops a novel spectrum occu-
pancy model to generate accurate frequency and temporal be-
havior of various wireless transmissions. They employ the first-
and second-order parameters in the statistical spectrum occupancy
model by using statistical characteristics extracted from actual ra-
dio frequency measurements. Pagadarai et al. [19] shows that the
variation in the spectrum occupancy at different locations within
the same city is relatively high, and further utilizes a four-state
Markov model that characterizes the time-varying behavior of the
spectral occupancy of a particular channel. In a word, the above
studies mainly focus on how to characterize and model the PU be-
havior in CRNs from different domains, while rarely considering
the actual SUs’ data transmissions, not to mention employing net-
work coding for performance gains.

2.3. Utilization of network coding in CRNs

In related works on the utilization of network coding in CRNs, a
large body of work has been carried out on exploiting the various
possible benefits of network coding for CRNs from different angles.
Jin et al. [20] studies multicast scheduling with cooperation and
network coding in CRNs, mainly adopting network coding during
the transmissions to reduce overhead and perform error control
and recovery. Similarly, both Baldo et al. [23] and Asterjadhi et al.
[25] use network coding to exchange reliable control information,
which enables cognitive radios to maintain up-to-date information
regarding the network status and thus improves performance. Us-
ing network coding as an assistance strategy, Almasaeid and Kamal
[26] propose an algorithm to reduce the effect of the channel het-
erogeneity property on the multicast throughput in cognitive radio
wireless mesh networks.

Network coding is viewed as a spectrum shaper to increase the
spectrum availability and predictability for SUs, through exploiting
network coding on PUs only [28-30]. Also, Huang et al. [27] inves-
tigates the capacity of a cognitive radio relay network, and shows
that utilizing network coding to make primary resources available
for a cognitive network through cooperative relaying is efficient

and viable. Shu et al. [31] proposes a network coding-aware chan-
nel allocation and routing scheme for multi-hop CRNs, by taking
advantage of network coding opportunities and channel availability
in order to maximize the throughput performance. Besides, based
on network coding, Geng et al. [24] proposes a novel approach for
the minimum-energy multicast in CRNs to improve the through-
put of the secondary network. Zhong et al. [32] presents a cod-
ing aware opportunistic routing protocol for multi-channel CRNs.
However, [32] focuses on utilizing inter-session network coding for
CRNs, while the network coding technique used in our work is at-
tributed to intra-session network coding.

All in all, although network coding has been widely utilized in
CRNs, few works consider utilizing network coding for SUs’ data
transmissions. Furthermore, previous studies seldom consider the
uncertainty of the idle durations, which is a critical issue in the
application of network coding for SUs.

2.4. Network coding for real-time traffic

The problem of network coding for SUs is similar to the prob-
lem of network coding for real-time traffic [33-37]. In the applica-
tion of real-time traffic, every packet must be delivered to the re-
ceiver in a hard deadline; otherwise, it is useless. Therefore, for the
sender, it should adjust the block size according to various dead-
lines. To address this problem, many block size adjustment algo-
rithms are proposed. However, these algorithms cannot apply to
our problem because these algorithms assume that the available
transmission time is certain. In CRNs, the available transmission
time for SUs is uncertain. Further, the uncertainty will greatly af-
fect the performance of SUs as we will show in the simulations.

Moreover, to reduce the negative effect of the uncertainty, we
propose to employ systematic network coding in the coded data
transmission, while most of the aforementioned works utilize ran-
dom linear network coding. Thus, our study is fundamentally dif-
ferent from the previous studies of network coding for real-time
traffic.

To summarize, most existing studies ignore the fundamental is-
sue that how the SUs efficiently utilize network coding to improve
performance, since the available transmission time for SUs is not just
limited but also highly uncertain. In contrast, our work takes a closer
look to the utilization of network coding for SUs in CRNs, which
leads to a promising achievable throughput performance.

3. Model & problem formulation

In this section, we will introduce the basic system and network
model used in our work, and then present the problem formula-
tion of network coding for SUs in CRNs.

3.1. System and network model

In this study, we consider the multicast service of SUs in sin-
gle hop scenarios, which is a common service in CRNs [26,28,30].
Assume that there are only one PU channel in the network, and
many SUs can opportunistically access the channel. Without loss
of generality, we assume that there are N + 1 SUs, in which one
SU is the sender, and the rest ones are receivers. For the SUs’ ap-
plication, any packet that cannot be delivered to all SU receivers is
useless without contributing to the throughput. Obviously, the SUs
need to sense the channel to determine whether it is idle or not
before accessing the channel. We here assume that the time for
sensing the status of the channel is proximately t; on average.

In this work, we consider unreliable PU channels and assume
that the reliability of the channel between the SU sender and re-
ceiver n is 1 — &,. Each SU is equipped with two radios: one is
a half-duplex cognitive radio for data transmissions, and the other
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Table 1
A summary of key notations.
Notation  Definition
N # of SU receivers
T # of total rounds
Uy # of delivered packets over N
k # of uncoded packets to be sent
i # of time slots determined by SUs at round ¢t
ke Block size determined at round ¢t
ts Average sensing time
1 Estimated idle duration
R Real idle duration
Imax Maximum idle duration
En Channel loss rate between the SU sender and receiver n
1 Set of idle durations
N Set of SU receivers
Sn Set of decoded packets at receiver n
@(t) SUs’ strategy at round t
o SUs’ decision to access the channel or not at round t
84(1) Gain for strategy ¢ at round t
Gs(T) Total gain over a fixed strategy s up to round T
G(T) Total gain over chosen strategies up to round T

is a half-duplex normal radio working on a common control chan-
nel (CCC) for control messages exchange [26,38]. Under this set-
ting, time is slotted and synchronized among the system. We note
that in our study, one time slot consists of both the time of chan-
nel sensing and the time of transmitting one data packet, which
aims to reduce the interference to PUs as much as possible. In the
SUs’ side, to reduce feedback overhead, we allow each SU receiver
to feedback when it can decode a block or at the end of the current
idle duration. Table 1 provides a reference for the major notations
used in this paper.

In the problem of network coding for SUs in CRNs, the SUs need
to firstly estimate how long the idle state would last, and then de-
termine the corresponding network coding strategy. We consider
both the case when the idle duration of the PU channel is stochas-
tic and the case when the idle duration is non-stochastic. In the
former case, the idle duration follows some probability distribution
but the exact distribution parameter may be unknown at the SUs.
This stochastic characteristic could help estimating the idle dura-
tion on average. Comparatively, in the latter case, the idle duration
may be arbitrarily changing and does not follow any probability
distribution. In this case, without knowing the priori information
of the PU channel, the SUs have to adopt a strategy for choosing
the possible idle duration sequentially.

3.2. Problem formulation

The two issues in our problem are how to estimate the idle du-
ration I and determine the coding parameter k based on the esti-
mated I. We note that the former issue is affected by the uncer-
tainty of the idle duration. And the latter one should be carefully
considered by combining the characteristic of network coding. We
will explain the issues one by one.

3.2.1. How to handle the uncertainty of the idle duration

When the activity of the PU is of regularity, the idle duration
of the PU channel follows some probability distribution, e.g., ex-
ponential, geometric or log-normal [17,39,40], etc. Assume that the
PU channel has idle durations drawn from a set I1 = {ij, iy, ...,
im, ..} with in < i, for me {1,2,...}, following some distribu-
tion. Since the idle duration of the PU channel, i.e., I, follows some
probability distribution, we may estimate the expectation of I, i.e.,
El, based on historical statistics. Then we can use the estimate to
decide for the block size selection process. The learning scheme
for SUs can be described as follows. At the beginning, the SUs just
“listen” multiple idle durations, so as to estimate the value of EI

based on the previous data according to statistical methods such
as confidence interval estimation. The number of sample idle du-
rations needed mainly depends on the probability distribution type
and the predetermined confidential level, which will be introduced
in Section 4.1.

When the idle duration is non-stochastic, i.e., it does not fol-
low any probability distribution. This sequential idle duration se-
lection problem can be seen as a non-stochastic multi-armed ban-
dits (MAB) problem [21]. Since there is no gain if no data is trans-
mitted in one time slot, we exploit a block of continuous channel
sensing time called as a round in our study. After a round, the SUs
choose an idle duration, according to the sensing result and previ-
ous gains. The following immediate time slots spent for transmit-
ting data are not counted in a round. The total data delivered in
those transmission time slots is defined as the gain of the previ-
ous sensing round. Note that the chosen idle duration may exceed
the real idle duration, so the transmission may be disrupted in ad-
vance due to the arriving PU. The explicit gain not only depends
on the idle duration selection scheme, but also the transmission
policy of the SUs, which will be discussed in the following section.

The strategy for sensing/choosing consists of many sequential
rounds of sensing. A sensing/choosing strategy ¢ = < «ay, ir> by
the SUs will decide its action. Suppose there exists a maximum of
the idle duration, i.e., Imax. At every round t, ate {0, 1} denotes
whether the SUs decide to access the channel or not, and i;e &
2{1, 2, .., Imax } is the idle duration chosen. The value of «; is de-
termined according to the sensing result: oy = 1 if the channel is
busy and «; = 0 otherwise. The value of i; is selected by the MAB
algorithm. Let g4(t) denote the gain of a strategy ¢ at round ¢. In
practical, after each round, the SU sender will examine the perfor-
mance of its strategy based on the ACK from the SU receivers. The
value of g4(t) can be calculated as the total number of successful
delivered packets during round t.

The accumulative gain up to round T of each strategy s is
Gs(T) = Zle gs(t). And the total gain of all chosen strategies accu-
mulating up to round T is G(T) = Zthl 8¢, (t), where the strategy
¢ is the SUs’ strategy at round t. ¢; is chosen randomly according
to the determined probability distribution over ®. The through-

T
put can be defined as H £ M, where T is the system life-
time. In this study, we aim to design a strategy that maximizes the
expected throughput, i.e., maxyH, under the lifetime constraint:
ST mets + 31 avie < T/, where myts (m; > 1) denotes the sens-
ing time at round t.

Meanwhile, in MAB problems the performance is usually mea-
sured in terms of regret. In our application, the regret is the differ-
ence between the expected total number of delivered data pack-
ets using our proposed algorithm and that using the static optimal
solution over lifetime T.! The static optimal solution for the SU
sender is the strategy j that achieves the maximum delivered data
packets if the SUs keep using that strategy for all T rounds. Accord-
ingly, we define the regret t after T rounds of an online strategy ¢
as T = maxjeq G;(T) - G(T). A strategy, whose average regret per
round t/T" — 0 with probability 1 when T' — oo, is a zero-regret
strategy. Our objective is thus to design a strategy ¢ with small
regret.

3.2.2. How to effectively utilize network coding for SUs’ transmission
After determining an idle duration, e.g., I, the SUs begin to
transmit data by network coding over the channel.
In this study, we focus on systematic network coding (SNC)
[22] to improve the throughput performance of SUs. SNC is a
special case of random linear network coding (RLNC) [41]. Under

T If the lifetime is fixed, the maximum data packets delivered means the maxi-
mum throughput achieved.
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RLNC, all packets sent by the sender are coded packets, and the re-
ceivers can recover all original packets in the block simultaneously
only after receiving enough coded packets. Comparatively, under
SNC, both coded packets and uncoded packets are sent. Obviously,
uncoded packets can also be seen as a special version of coded
packets, i.e., only one of the coding coefficients is non-zero.

Compared to RLNC, SNC can reduce the per-packet delay with-
out reducing the throughput. This is because some receivers can
still obtain several data packets by successfully receiving the un-
coded packets, even if they do not receive enough independent
packets to decode the block. We find that this feature is specially
suitable for SUs, since their transmissions may be interrupted at
any time. However, the proportion of uncoded packets as well as
that of coded packets must be allocated reasonably. Specifically, ac-
cording to the estimated idle duration I, the SUs should predefine
the number of time slots for transmitting uncoded packets (also
can be seen as the block size), e.g., k, and the number of time slots
for transmitting coded packets, e.g., [ — k.

There is a tradeoff between the value of k and achieved
throughput gain. Suppose the real idle duration is R. The current
available time for SUs is actually min{l, R} time slots but we can
only observe I before transmitting, so the value of k can only be
determined based on I other than R. If k is too small, all k data
packets may be decoded with high probability even if R is no more
than I, but the throughput is also small.2 On the contrary, with too
large k, although the possible throughput gain may be high, the
decoding probability of the block is low once I is bigger than R,
and the throughput also degrades. To sum, the value of k should
be carefully selected to maximize the expectation of successfully
delivered packets while considering the possible relationship be-
tween I and R.

4. Handling the uncertainty of the idle duration

We propose two idle duration selection schemes for SUs, i.e.,
CIE-based algorithm and MAB-based algorithm respectively. The
first scheme suits for the case when the idle duration follows some
known distribution but its parameter is unknown. And the second
scheme works for a general case when the idle duration is non-
stochastic.

4.1. CIE-based algorithm for stochastic idle durations

In this scheme, the SUs first collect the statistics of the idle
duration by sensing the channel for some rounds, and then es-
timate the parameters of the distribution by confidence interval
estimation (CIE) [42]. Suppose the channel idle duration i fol-
lows some probability distribution, i.e., I~ ®(&1,&,, ..., &), where
&1.&...., & are the parameters. Since most existing works are
based on the geometric assumption [17,39], etc, we also assume
that I~ G(p)® and the corresponding probability distribution is
given as follows

P{l=i}=p(1-p)1i=1,2,..., (1)

where p is the unknown geometric distribution parameter. The SUs
first listen the channel and collect several idle durations as the
sample, e.g., I}, I, ..., I;. We can easily obtain that the point esti-
mator of pis p = % where I is the mean value of Iy, I, ..., ;. When
the sample size | is large enough, according to the central limit

theorem, we approximately have % ~N(0,1), where EI and DI
DI

2 Note that as stated in [10], the throughput gain by network coding usually in-
creases with the large block size, and vise versa.

3 For other distributions, this method can also be modified to estimate the confi-
dential interval of their expectations in the same way.

are the expectation and variance of I respectively, i.e., El = 1 and

- P
DI = 111);2”. That is also, approximately, /I "’1’; ~N(0,1).
For better readability, we describe the CIE method in detail as
follows. Assume that the confidential level is 1 — «. Then the inter-
val estimate of p can be given by

P{pr=p<pr}=1-a, (2)

where p; and p, are the roots of equation /I pil‘1p = —Z% and
equation ﬂ%:Z%, respectively. Z% is the upper § per-

centile of N(O, 1). By some operations, we have that the con-

fidential interval estimate of p with confidential level 1 -« is
200-72, —-AZ2, 201-72, +AZ3,
2 2

[ — , 2. 2] where A equals to /74 —4lIZ2 + 4l
20T 200 7 7

Since EI = %, we then have

=2 =2
zﬁfzg;iAzzg <El= ZIIfzzquzzg ’ (3)
2 2 2 2
with probability 1 — «. Based on the above observations, we de-
velop the CIE-based algorithm for choosing stochastic idle dura-
tions, which is presented in Algorithm 1.

Algorithm 1 CIE-based algorithm for stochastic idle durations.
Parameters: real number « > 0 and L.
1: Sense the status of the channel until collecting a sequence of
I idle durations, i.e., Iy, I, ....I;.
2: Calculate the mean of I1, L, ..., 1, i.e, I, and the upper g per-
centile of N(0, 1), i.e., Z%.
3: Obtain the confidential interval of the idle duration according
to Eq. (3), e.g., El e [I;, I5].
4: Select the idle duration i uniformly from [, [,] whenever the
channel is sensed idle.

As shown in Algorithm 1, we first collect | idle durations by
continuously sensing the channel in Step 1. Then, by Steps 2 and
3, we obtain the confidential interval of the idle duration, i.e., EI €
[I;, ;). Lastly, for better flexibility, whenever the channel is idle,
the current idle duration i is uniformly selected from [f;, [3].

4.2. MAB-based algorithm for non-stochastic idle durations

When idle durations do not have stochastic characteristics, the
expected idle duration is unpredictable. Here we propose a method
of choosing idle duration based on MAB that can achieve almost
optimal throughput. To be specific, we adopt MAB to develop the
best strategy to select the idle duration in the long run. The key
idea is as follows. At the beginning, we guess an optimal strategy.
In the following rounds, we execute the strategy we guessed previ-
ously with some specific probability; otherwise, we try some other
strategies in the strategy set. Our guess can be adjusted dynami-
cally based on the feedback, i.e., the number of successfully deliv-
ered data packets. In both cases, we consider SNC in SUs’ trans-
missions to achieve higher throughput, which will be discussed in
detail in Section 5. Note that although the efficiency of the MAB al-
gorithm is directly related to the exact SNC scheme, its optimality
is not hurt as long as the transmission scheme stays unchanged. In
other words, the idle duration selection is relatively independent
from the SUs’ data transmission policy.

4.2.1. Overview

For completeness, we present the MAB-based scheme as shown
in Algorithm 2. Like previous studies based on MAB [21], we also
employ a parameter y to tradeoff between the exploitation and ex-
ploration in the problem of choosing the idle duration. y is a rel-
atively small parameter whose value depends on the number of
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Algorithm 2 MAB-based algorithm for non-stochastic idle dura-
tions.
Parameters: real number 8 > 0and 0 < 1,y < 1/2.
Initialization: Set the initial strategy weights for all the idle du-
rations: w;(0) = 1, fori = 1, 2, ..., Imax.
Forroundt=1,2,..T
1: Calculate the strategy probability distribution:
pit)=(1-p)—2ED L Y fori=1,2, ..., Inax

T wi(t-1)
2: Choose the stlr.‘;tegy ir in tth round according to the above
probability distribution, and transmit data by SNC.

3: Get the scaled output g; (t) €[0,1] after the round based on
the feedback from all SU receivers.

Imax’

4: For j=1, 2, ..., Imax, set
gO | B e
gy =1 w0 trm =i
J B otherwise

5: Update all the weights as
wi(t+1) = wj(t)exp(ngj.(t)), for j=1, 2, ..., Imax-

rounds T. Initially, we choose a random idle duration from @ by
setting equal weighs for all idle durations, as we do not know the
relationship between the gain and idle duration at all in the begin-
ning.

In the following rounds, we will exploit the strategy used in
previous round with probability 1 — y. The exploitation can guar-
antee an almost optimal performance if the previously strategy is
also almost optimal. On the other hand, with probability y, we will
explore new idle durations, selecting each idle duration with equal
probability ﬁ The exploration is also important in the sense that
it can improve our strategy to the optimal solution eventually. The
calculation of p;(t) in step 1 represents the tradeoff between the
exploitation and exploration. In steps 2 and 3, the transmission is
executed according to the selected i; and corresponding SNC, and
get the output afterwards. In steps 4 and 5, we calculate the gain
of the current strategy, and update all the weights, respectively.

Note that the parameter 8 is to control the bias in estimating
the idle duration gain g/(t) and 7 is used to control the learning
speed. The values of 8, n and y are very critical to the perfor-
mance of the MAB algorithm, which will be discussed in the fol-
lowing part.

4.2.2. Theoretic analysis

In this part, we analyze the performance of the MAB algorithm
theoretically. Firstly, we show that the regret of the algorithm is
O(y/Tlnax InInax), where T is the number of total rounds and Inax
is the size of the strategy space &. Based on the regret analysis,
we then prove that our algorithm is almost throughput-optimal.

Theorem 1. For any § « 1), when f = [ql—Inlex, =

,/L"T’,‘l‘;aa’; and y =,/ "“a"'“’""’x , with probability 1 - &, the regret of
Algorithm 2 is bounded by Tt < 64/Tlnax In Imax-

Proof. The proof follows from the similar techniques in [21], which
is omitted here due to space limitation and provided in the supple-
mentary documents. [

According to Section 3.2, the throughput difference between
our algorithm and the static optimal strategy can be as £, where
T is the system life time. Therefore, based on Theorem 1, we can
prove that the throughput of our algorithm is close to that of the

optimal fixed algorithm in the long run.

Theorem 2. Algorithm 2 is almost throughput-optimal when the
number of rounds T is sufficiently large.

Proof. According to Theorem 1, we have & < o—F 15— <
Yl mpts+ YT o

6‘/T1"‘3"Tl“’f"a"< L. SImaxInlmax - Therefore, when
TtS*Z[:] i = Tts+T JT ts+1

T is sufficiently large, the throughput of our algorithm is almost
optimal. O

G«/“max In Imax _ 1

5. Utilizing systematic network coding for SUs’ data
transmission

In this section, we focus on utilizing SNC for SUs’ transmission
to improve the throughput performance, provided that an idle du-
ration [ is determined. In I time slots, k uncoded packets and I — k
coded packets are to be sent. The key issue is to determine a value
k*, which maximizes the expected number of delivered packets
within I time slots. Worth emphasizing that since the exact du-
ration R may be not equal to I, we exploit an opportunistic pol-
icy as follows. First of all, the data packets are transmitted accord-
ing to the predetermined k* in the beginning. As the transmission
is in progress, if SUs find that I is smaller than R, implying that
the channel is still idle, the SUs can transmit packets by the plain
transmission scheme after the current block is decoded. Contrarily,
if I is bigger than R, the SU receivers can still obtain some original
packets due to the characteristic of SNC if the block is not decoded.
All in all, SUs utilize opportunistic SNC (OSNC) to transmit as many
data packets as possible.

5.1. Correlation among receivers’ receptions under SNC

In this part, we will explicitly introduce the complicated corre-
lation among receivers’ receptions under SNC by using a toy ex-
ample. Let N denote the set of receivers {1,2,...,N}, and uy rep-
resent the number of delivered packets to all receivers within I
time slots. S, is the set of decoded packets at receiver n within
I time slots. According to our definition of throughput, py is equal
to the size of the intersection of Sp, i.e., y = || Npey Sn |- Under
RLNC, we easily have || (M,enSn || = mingey || Sn || [33]. However,
in our problem || (N,cxSn || is not always equal to minsey || Su |l
This is due to the correlation between receptions at different re-
ceivers under SNC. And this correlation brings challenges to search
the optimal block size for SNC. We illustrate the problem by a sim-
ple example as shown in Table 2.

Suppose that there are three receivers and six time slots avail-
able as illustrated in Table 2. The sender employs the block size
as three and broadcasts six packets using SNC in the six time
slots. Due to the independent and heterogeneous channel loss,
receiver 1 receives Xy, X; +Xp + X3, X7 +2X5 + X3, receiver 2 re-
ceives Xy, 2X; + X, + 3X3, and receiver 3 receives Xy, X3. Therefore,
S] = {X], Xz, Xg}, 52 = {X], Xz}, and 53 = {Xz, Xg}, which results
in mingey || Sn || = 2 but || Npen Sn || = 1. Accordingly, the recep-
tion correlation between receiver 2 and receiver 3 must be studied.
The correlation is more complicated when the receiver set is big-
ger. This complicated correlation makes it hard to obtain the prob-
ability distribution of wy.

5.2. Block size selection for SNC

We will first derive the probability distribution of wy by study-
ing the relationship among receivers’ reception with different set
sizes, and then propose a polynomial complexity block size se-
lection algorithm for SNC in this part. For convenience, we first
define a function Q as Q(u, v, &) 2 ()(1 — &)Ve%~?, which denotes
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The correlation among receivers’ receptions under SNC.

Xi X2 X3 Xi+Xo4+Xs 2 +X 43X X1 +2%+3X; S
Receiver 1 v  x x v x v X1, X2, X3
Receiver 2/ v x x x x X1, Xo
Receiver 3 X Vv N X X X Xy, X3

the probability when v events out of u i.i.d events with success
probability 1 — ¢ happen.

We start with the simple case when there is one receiver only,
e.g., N = {n}. In the one receiver case, without no correlation, we
can easily draw the probability distribution of w,; as follows

Pr{pgmy =2} =

S QUK 1—&y) z=k
(kzl—sn)Z’H]Q(I—k K.1-¢e) O<z<k (@)

1-Yh QUK. 1—¢y)

—Qk,z,T—e) XE5TQU -k K, 1—g,)  z=0.

When the receiver receives no less than k packets (coded or un-
coded), it can decode the block, which corresponds to the first case
in Eq. (4). When the receiver receives less than k packets (coded
or uncoded), it can still decode several data packets by successfully
receiving uncoded packets in the first k time slots. The second case
in Eq. (4) captures this situation. Compared to RLNC, even if the
SUs cannot accumulate enough coded packets before the return of
PUs, they may partially recover data packets by SNC. The last case
in Eq. (4) means that the receiver does not receive enough coded
packets to decode the block or any uncoded packet.

Next we consider the general case when there are multiple re-
ceivers. We must study the reception correlation at different re-
ceivers. Similarly as in Eq. (4), we also derive the probability dis-
tribution of wy in light of different possible values.

If un = k, all the receivers can decode the block, implying that
all receivers receive no less than k packets. Hence, the probability
of uy = k can be given by

=[1Prinm =

neN

Pr{py =k} (3)

HZQ(I K, 1—¢q).

neN /=

If un =z (0< z< k), we need to study the exact reception at all
receivers and the correlation among them. We derive the result by
the recursion approach. Based on the total probability formula, we
have that

k

Pr{uy =z} = Z Pr{un = z|pny = v} Pr{pny = v}
v=z
k k
= Z Z Pr{un = Z|MN—{N}
u=z v=z

=u}. (6)

From Eq. (6), we notice that Pr{uy =z} directly relies on
Pr{uy_qv; = u}. In other words, Pr{uy = z} can be recursively com-
puted if Pr{un = z|pun_vy = U, yny =} and Pr{ugyy = v} can be
obtained. Note that Pr{uy; = v} can be easily calculated by Eq. (5).
Furthermore, Pr{uy =z|uy_{nvy = U, pqny =V} corresponds to the
event that the number of decoded packets in the receiver set N
is z on the premise that the number of decoded packets in the re-
ceiver set N — {N} and {N} are u and v, respectively. Accordingly,
the probability of the event is

= U, uny = U} Pr{pny = v} Pr{pn_py

B B B (z)(k v
Priun = zlun_ny = U, by =V} = oy (7)

Then, Eq. (6) can be rewritten as follows

Pl =2 = 33" (Z)( 20" prtps g =), (8)
u=z v=z
where Q' = Q(k,v, 1 —¢y) ZE/ QU -k K, 1 —ey).

Based on Eq. (8), we propose Algorlthm 3 to compute the prob-
ability distribution of wy. As shown in Algorithm 3, we first com-
pute the probability distribution of 1, for single receiver accord-
ing to Eq. (5). Then, we recursively compute the probability dis-
tribution of pyy 5 Ny from N = 2 to N' = N. The computation
complexity of Algorithm 3 is polynomial as given by the following

Algorithm 3 Recursive computation algorithm.

Input: Idle duration I, number of uncoded packets k, number of
receivers N, and channel loss rates {€;}nen.

l: Forn=1,2,..,Nand z= 1, 2, ..., k, compute Pr{u, =z}
according to Eq. (3).
2:Set N = 1.

3: Substitute N + 1 for N’, and update Pr{ 5wy =2}

= Zu =z ’15 z (Z)(u Z)Q/ Pr{,u LN -1)

Q(k, v, 1781\,/)2’( v 1Q(1—k K. 1—gy).
4: If N == N, stop; 0therw1se go to step 3.
Output: {Pr{iuny =2}},_15 i

=u}, where Q =

theorem.

Theorem 3. Algorithm 3 is a polynomial-time algorithm and the
complexity is upper bounded by O(NI?), where N is the number of
receivers and I is the number of time slots estimated.

Proof. We first analyze the computation complexity when uy
equals to k. From Eq. (5), to compute Pr{uy = k}, we need to tra-
verse over [ time slots and N receivers respectively, so this com-
plexity is O(NI). For uy < k, the calculation of Pr{uy = z} depends
on Pr{un_pyy =u} (z<=u<=I). If Pr{uy_ny =u} (z<=u<=1I)
has been obtained, the computation process of Pr{uy =z} needs
to cycle over [z, k] twice, and in each cycle it takes at most k — z
steps, which results in a complexity of O(I*). Besides, to compute
Pr{uyn = k} eventually, we also need to cycle over N receivers. So
the complexity when uy =k (k' < k) is O(NP). To sum up, the
computation complexity is O(NI?) and Theorem 3 follows. [

So far, under an idle duration I and the number of uncoded
packets to be sent k, we are able to derive the probability distri-
bution of uy (number of delivered packets) in polynomial time ac-
cording to Algorithm 3. Therefore, the expected reward (number of
expected delivered packets) when choosing k can be given by

k
R, = ZZPT{MN =z}, fork=1,2,...,L

z=1
From Eq. (9) and Algorithm 3, we are able to compute the ex-
act expected reward (throughput) for each k=1, 2, ..., I. However,
as shown in the equations, the general analytic expressions are
hard to obtain, and we cannot see any monotonicity in the ex-
pression neither. As an example illustrating the complex relation-
ship between the block size and the expected throughput gain, we

(9)
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Fig. 3. Number of delivered packets with different block size k under SNC.

present the following numeric analytic results as shown in Fig. 3.
The figure illustrates the relationship between the expectation of
number of delivered packets and the value of k with the number
of available time slots I fixed at 16. In the figure, the line labeled
0.1-0.1-0.1-0.1 represents that there are four SU receivers, and the
channel erasure rate to each receiver is 0.1. Note that the num-
ber of delivered packets represents the achieved throughput, since
1 is fixed. The two other lines have the similar meanings. From the
figure, generally, too small or too large value of k may not obtain
the highest throughput. Also, for different number of receivers and
different channel erasures, the throughput-block size curve varies.
And the optimal value of block size, i.e., k*, is not always in the
middle of the interval [1, I]. This shows the tradeoff between the
value of k and the achieved throughput gain. It also inspires us
that the value of k should be carefully selected to maximize the
throughput, by searching all possible values. Therefore, we propose
the following exhaustive computation based block size selection al-
gorithm of SNC as shown in Algorithm 4.

Algorithm 4 Block size selection algorithm of SNC.
Input: Idle duration I, number of receivers N, and channel loss
rates {&n}nen.
Initialization: Set k* = 0, R* = 0.
Foreach k=12, ..,1
Compute Pr{uy = z} by Algorithm 3 forz=1,2, ...,k then com-
pute R, by Eq. (9).
If R, > R* then
k* < k, R* < Ry.
Output: k*.

Algorithm 4 selects the block size k* by traversing all possible
values to maximize the expectation of number of delivered data
packets in I time slots. Although Algorithm 4 employs an exhaus-
tive search, the computation complexity is polynomial, which is
provably shown in the following theorem.

Theorem 4. Algorithm 4 is a polynomial-time algorithm and the
complexity is upper bounded by O(NI*), where N is the number of
receivers and I is the number of time slots estimated.

Proof. According to Theorem 3 and Eq. (9), for a given k, the
computation of R, takes O(NI?). To obtain the optimal block size
k*, we need to traverse from 1 to I. Therefore, the complexity
of Algorithm 4 is bounded by O(NI*) and the theorem is thus
proved. O

Remarks: By using Algorithm 4, after determining an idle dura-
tion I, the SU sender can compute a block size k* and then sends

packets according to this predefined rule. In practical, the block
may be decoded by all receivers before the return of the PU, in
this case the SUs switch to non-network coding mode in the re-
maining time. Since our algorithms are polynomial-time complex-
ity, Algorithm 4 can be implemented online, which is favorable for
SUs to adaptively adjust the transmission scheme with small delay.

6. Discussion on multiple PU channels

Our proposed solution framework can be readily extended to
the scenario where there are multiple PU channels. Assume that
there are C orthogonal channels, where each channel is occupied
by one PU and the activity of each PU is independent. The set of
channels is denoted by ¢ = {1,2,...,C}. In a word, to combat the
uncertainty of idle durations, our approach for the stochastic idle
durations can be attributed to some kind of learning before trans-
mitting. Comparatively, for non-stochastic idle durations, we follow
the idea of learning while transmitting. Next, we will discuss how
to extend our approach to multiple PU channels for the two cases
respectively.

6.1. Stochastic idle durations

When the idle duration of any channel follows some probabil-
ity distribution, we allow the SUs “listen” each channel one by one.
Specifically, the SUs sense channel c € C until the collected idle du-
rations are enough to estimate the expectation value of idle du-
rations of this channel, i.e., El.. In light of Algorithm 1, the SUs
need Cl idle durations in total to obtain the confidential interval
of the idle duration for each channel. Suppose that the confiden-
tial level for each channel is identical, i.e., 1 — «. Thus, similar to
Algorithm 1, the confidential interval of the idle duration for chan-
nel ¢ can be obtained as El. € [[1,I5], for all ceC.

After estimating the confidential interval for all channels, the
SUs turn into the data transmission process. Firstly, the SUs always
access the channel with the largest mean of confidential interval
from the current available channels after sensing. If the available
channel set C, is {c1,¢cy,...,cs} € C, the channel c¢* for SUs is se-
lected as follows

¢* = argmax,, {2 ). (10)

Then, the SUs select an idle duration I uniformly from [, s3],
and determine the coding parameter k* by Algorithm 4.

6.2. Non-stochastic idle durations

When the idle duration of any channel does not follow any
probability distribution, we employ a two-dimensional MAB ap-
proach. Similar with the one-dimensional MAB for the one sin-
gle PU channel case, a SU sender’s action is defined by a choos-
ing/sensing/transmitting strategy ¥; =< ¢, &, ir >. For each round
t, ¢t € C is the chosen channel, o still denotes whether the SUs
access the channel or not, and i; € {1,2,...,Inax} is the idle du-
ration selected. «; is a 0-1 variable, whose value is determined
according to the sensing result: oy = 1 if the channel is busy and
ot = 0 otherwise. At each round t, the SU sender should choose
a strategy vector < ¢, iy > over strategy space ¢ = {1,2,..., C} x
{1,2, ..., Inax}. The gain of each strategy and corresponding regret
can be defined similar as in the one-dimensional MAB scheme,
except that the strategy is replaced by ;. The modified two-
dimensional MAB algorithm is shown in Algorithm 5.

6.2.1. Algorithm overview

Similar as in Algorithm 2, the SUs choose the channel-idle du-
ration vector < ¢;, ir > over ¢ according to the corresponding
probability distribution {p, i}, i) < o- At the first round, the strategy
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Algorithm 5 Modified two-dimensional MAB algorithm for SUs
with SNC under multiple PU channels.
Parameters: Real number 8/ > 0and 0 < 1/, ¥’ < 1/2.
Initialization: Set the initial strategy weights for all the channel-
idle duration pairs: for c= 1, 2, ..., C, and i= 1, 2, ..., Inax,
we;(0) = 1.
Forroundt=1,2,.. T
1: Calculate the strategy probability distribution:

X _ ) Wc,i(t_l) V/ _
Pei®)=1—-y )—Zg:1 e e 1) +aforc=12..Cand
i=12, ..., Imax-

2: Choose the strategy (c;, i) in tth round according to the prob-
ability distribution, transmit data by SNC to the SU receivers un-
der channel c¢;, based on the idle duration i; and corresponding
block size k; by Algorithm 4.

3: Get the scaled output g ; (t) €[0, 1] after the round based on
the feedback from all SU receivers.
4:Forc=1,2,..,C,andi=1, 2, ..., Imax, set

&ei(t) + B
— NG ci(t
gjc,i(t)_ pﬁ,) Pei(©)
Pei(t)

ifc=crandi =i;

otherwise

5: Update all the weights as
wei(t) =we;(t —1)exp(n'g,;(t)), forc=1,2,..,C andi=12,

eoos Imax.

probability is uniformly distributed, i.e., p.;(1) = CIJTX (Y(c, i) € @),
in the sense that the SUs begin to explore the best strategy pair
uniformly over the entire strategy space ¢. From the second round,
P i is determined by the corresponding strategy weight w, ; in the
overall strategy weights. The parameter y’ is used to tradeoff be-
tween exploration and exploitation. With probability 1 — y’, we
will exploit the best channel-idle duration pair in previous rounds,
while with probability ¥’ exploring new channel-idle duration pair
equally.

6.2.2. Theoretic analysis

With similar analysis, we can analyze the performance of the
modified two-dimensional MAB algorithm in terms of regret, and
have the two following propositions.

Proposition 1. For any 8’ € (0, 1), when B’ = /- In k. n/ = /1L

and y' = /ML with probability 1-§', the regret of Algorithm 5 is

bounded by t/ < ~/TLInL, where L = Clpax.

Proof. The detailed proof is provided in the supplementary
documents. O

Proposition 2. Algorithm 5 is almost throughput-optimal when T is
sufficiently large.

Proof. The proof is similar as in Theorem 2, which is omitted
here. O

7. Performance evaluation

In this section, via simulations, we evaluate the performance of
OSNC with the CIE-based algorithm under stochastic idle durations,
and that with the MAB-based algorithm under non-stochastic idle
durations, respectively. We take the scheme with perfect idle du-
ration information using OSNC as a reference, whose performance

is the upper bound of our schemes. For comparison, we also in-
clude plain retransmission scheme and the adaptive RLNC scheme
proposed in [33], which are refereed to “Plain Retransmission” and
“ORLNC” respectively in the simulation study. Note that [33] pro-
poses an optimal adaptive network coding scheme to adjust the
block size according to the remaining time to the hard dead-
line. We first present the results of the four schemes under the
stochastic idle durations case, and then the results under the non-
stochastic idle durations case. Besides, we also define a new met-
ric named “utilization”, which is the ratio of the performance of
OSNC/ORLNC/Plain Retransmission to the upper bound. This metric
can precisely characterize the efficiency of SUs utilizing the spec-
trum holes in CRNs. Moreover, we present the practical regrets
of our MAB-based algorithm to validate the regret bound analy-
sis. Lastly, we evaluate the performance of OSNC* compared with
OSNC, to explore the tradeoff between throughput and delay in
SUs’s network coding-based data transmissions. Note that the only
difference between OSNC* and OSNC is that in OSNC* the block
not completed in one idle duration will continue in the next idle
duration.

7.1. Evaluation results

7.11. Simulation setting

For the stochastic idle durations, as stated in Section 4.1, we
take geometric distribution as an example and utilize CIE method
to estimate the expectation of the idle durations. In the simulation,
we find that setting the confidence level 1 — « as 95% and sample
size | as 100 is precise enough. Thus, the simulation results are
based on the aforementioned parameters.

For the non-stochastic idle durations, we mix several different
probability distributions to simulate a trace of non-stochastic idle
durations. In this study, due to space limitation, we only present
two representative cases. One consists of an uniform distribution
U[A, B], a geometric distribution G(p) and a poisson distribution
P(A). Another is composed of a normal distribution N(u, 62), a bi-
nomial distribution B(K, q) and a hypergeometric distribution H(n,
M, N). Specifically, we generate three sequences of the distributions
and then everyone of the trace data is chosen from these distribu-
tions with equal probability. In this way, the generated sequence
does not follow any probability distribution. We set the distribu-
tion parameters A = 30, B = 50, p = 0.025, A = 50, u = 25, 0 = 10,
K =40,n =60, M = 30 and N = 40 as an illustration in this paper.
The number of total rounds T is fixed at 1000.

7.1.2. Stochastic idle durations

This part presents the performance of OSNC compared with
Plain Retransmission and ORLNC under stochastic idle durations,
when the channel erasure rate and idle duration distribution pa-
rameter vary respectively.

Firstly, Fig. 4 describes the performance of different transmis-
sion schemes under different channel erasure rates. From Fig. 4(a),
we know that the proposed OSNC can always achieve the high-
est performance among the three schemes (OSNC, ORLNC, Plain
Retransmission), no matter how the channel quality deteriorates.
This realizes the promising performance gains of network coding
in the transmission of SUs. However, we also notice that ORLNC
performs worse than Plain Retransmission all the time. This is be-
cause with ORLNC, the SU sender chooses one relatively large block
size to expect high throughput and every SU receiver must col-
lect enough coded packets to decode the block. Nevertheless, the
predicted idle duration may be larger than the exact idle duration
with high probability. Once this happens, those coded packets re-
ceived by SU receivers are useless and the throughput is thus ex-
tremely low. Comparatively, with OSNC, the sender will send some
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uncoded packets first, which enables the SU receivers can still ob-
tain some data packets even when they cannot decode. This shows
the advantage of OSNC when facing the uncertainty of available
time in the transmission of SUs.

Furthermore, as shown in Fig. 4(b), the gain of OSNC over
Plain Retransmission increases from 120% to 136% with the chan-
nel quality deterioration. This is because when the channel deteri-
orates, the SUs need less redundant transmissions with OSNC than
that with Plain Retransmission as the later coded packets are use-
ful for all SU receivers. On the contrary, the gain of OSNC over
ORLNC decreases from 185% to around 158% when the channel era-
sure rate varies from 0.05 to 0.20. This is due to the reason that
both OSNC and ORLNC will select small block sizes when the chan-
nel quality becomes worse. Also, from Fig. 4(b), we find that, with
CIE, OSNC achieves better utilization than Plain Retransmission and
ORLNC, with a steady value around 75%.

Lastly, Fig. 5 plots the performance of the four schemes when
the distribution parameter p changes. Note that the expectation of
a geometric distribution is inversely proportional to its parameter,
so the expected idle duration becomes smaller as p increases. This
leads to the decrease of the number of delivered packets by all
the four schemes when p increases as shown in Fig. 5(a). How-
ever, OSNC achieves higher performance than Plain Retransmission
and ORLNC due to its high utilization of the available time. And

in Fig. 5(b), the gain of OSNC over both Plain Retransmission and
ORLNC keeps growing with the increase of p, from 125% to 148%
and 147% to 177% respectively. This shows the advantage of our
proposed OSNC even when the available time is scarce. Addition-
ally, the utilization of OSNC also increases with the increase of p up
to about 80%, while both Plain Retransmission and ORLNC achieve
low utilization, 55% and 45%, respectively.

7.1.3. Non-stochastic idle durations

Fig. 6 illustrates the performance of the four schemes under
non-stochastic idle durations for the first mixed distribution, with
the variation of channel quality ¢. Comparing Figs. 4 and 6, we find
that OSNC achieves similar performance, showing that OSNC al-
ways performs better, its gain over Plain Retransmission increases
as ¢ increases and that over ORLNC shows a contrary trend. We
also notice that the gain of OSNC over Plain Retransmission in the
non-stochastic case is not as high as that in the stochastic case,
up to only about 19%. And the similar phenomenon can be found
in the gain of OSNC over ORLNC. This phenomenon can be at-
tributed to the reason that in the non-stochastic case, the exact
idle duration is more difficult to estimate. This difficulty can influ-
ence the decision on the block size selection. In other words, once
the estimated idle duration is longer than the exact idle duration,
the throughput gain induced by OSNC will be smaller. However,
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as illustrated in Fig. 6(b), our proposed scheme (OSNC with MAB)
achieves relative good utilization under non-stochastic idle dura-
tions case, as high as nearly 90% when ¢ = 0.05. The similar trend
can be found in Fig. 7 for the second mixed distribution.

7.2. Analysis of the practical regrets

To validate the regret bound analysis, we conduct simulations
on the practical regrets achieved by the proposed MAB-based algo-
rithm, compared with the corresponding theoretic bounds. Specif-
ically, we fix the number of SU receivers N and the channel era-
sure rate &, at 10 and 0.1, respectively, and increase the number of
rounds T from 1 to 100. To better investigate the regret, we let the
parameter 6 in Theorem 1 change from 0.001 to 0.1, which rep-
resents different confidential levels on the achieved regret bound.
Fig. 8(a) and (b) show the practical regrets of Algorithm 2 com-
pared with the theoretic bound derived by Theorem 1, under non-
stochastic idle durations I and II, respectively. From the figures, we
observe that the practical regrets of the proposed algorithm are
upper bounded by the derived theoretic bound.

7.3. Tradeoff between throughput and delay

In this subsection, to explore the tradeoff between throughput
and delay in network coding-based data transmissions in CRNS,

we present the simulation results of OSNC* compared with OSNC,
in terms of # of delivered data packets (represents throughput)
and average packet delay. Specifically, as an example, we present
the performance results of OSNC* and OSNC under the stochastic
idle duration trace with the fixed p and non-stochastic idle dura-
tion trace I used in Section 7.1, when the channel erasure rate €
changes. Fig. 9(a) and (b) show # of delivered data packets and av-
erage packet delay of OSNC and OSNC* with CIE under stochastic
idle durations, with the variation of channel erasure rate €. From
Fig. 9(a), we can obtain that OSNC* performs better than OSNC in
terms of # of delivered data packets, since in OSNC* the block that
is not decoded in one idle duration can continue in the next idle
duration while in OSNC any block must be completed in one idle
duration. Although our proposed idle duration estimation schemes
and OSNC can reduce the negative effect of the inaccuracy of idle
duration selection, the chosen idle duration may still be larger than
the real idle duration. Once this happens, all data packets in the
block may be not decoded, which largely reduces the number of
total delivered data packets. On the other side, Fig. 9(b) illustrates
the cost of the higher throughput of OSNC*. Since some decoded
blocks experience multiple idle durations and the busy duration
among these idle durations, and the busy duration determined by
PU may be long, the decoding delay of the packets in these block
is obviously larger, which results in the larger average packet de-
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lay. Fig. 10(a) and (b) present the results of OSNC* and OSNC under
non-stochastic idle durations, which also show the similar tradeoff
between throughput and delay as in the stochastic case. This tells
us if SUs’ data flow is not delay-sensitive, we can use OSNC* in-
stead of OSNC, to obtain higher throughput performance.

35.0

—O— MAB+OSNC
—{1—MAB+OSNC*

Average packet delay (slots)
|4
n
>

0.05 0.10 0.15 0.20
Channel erasure rate &
(b) Average packet delay.

OSNC* under non-stochastic idle durations.

8. Discussion

Impact of sensing accuracy: Note that in previous analysis, we
assume that the SUs can precisely sense the status of the channel.
In real systems, we cannot precisely and timely sense the chan-
nel status. For example, there is a false alarm probability of chan-
nel sensing P((;). Indeed, P{ts) will have negative effects on the
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Fig. 11. Compatibility of the proposed framework to CRN standardization.

performance of OSNC because it would affect the selection of idle
duration and furthermore make the block size selection inaccu-
rately. However, P{t;) can be negligible if the sensing time ¢ is
long enough. Specifically, the false alarm probability can be ap-
proximated by Py (ts) = Q((Z—% —1),/tsB) [43], where ;—% is the de-

cision threshold for sensing, B is the channel bandwidth, Q() is
the Q-function for the tail probability of the standard normal dis-
tribution, and ts is the channel sensing time, if employing the en-
ergy detection for channel sensing. In practice, based on the above
equation, we can choose an appropriate t; to make Pgts) small
enough, i.e., P{t;) < 0.01. And we would like to incorporate this
impact in future study.

Compatibility and applicability of the proposed framework:
In the implementation, the proposed framework can be integrated
in the MAC layer and Network layer in each node with moder-
ate modification. Specifically, as shown in Fig. 11 [44], the network
coding module can be added in the network layer similar as ex-
isting network coding protocols [8,9]. And the idle period estima-
tion module including CIE- and MAB-based algorithms can be in-
tegrated under the sensing-access coordinator in the MAC layer.
As to the applicability, our proposed framework is directly ap-
plicable to the scenario where a secondary user broadcasts mes-
sages to several other secondary users. The protocols should be
added mainly including network coding protocol, which contains
the encoding and decoding processes. Since our framework is cen-
tralized, SUs transmissions can be synchronized by using a fixed
channel as the common control channel. The incurred overhead
includes coding overhead, control information exchange overhead
and spectrum sensing overhead, etc. All in all, our algorithms are
well adapted to CRNs.

9. Conclusion and future work

In this paper, we for the first time build up an efficient network
coding strategy for SUs, by considering the uncertain idle durations
in CRNs. Our network coding schemes for SUs can be attributed
to opportunistic systematic network coding (OSNC), which means
that OSNC can opportunistically utilize the idle duration left by
PUs. We propose a CIE-based algorithm to estimate the expecta-
tion of idle durations when the idle durations are stochastic, and a

MAB-based algorithm to sequentially determine the idle duration
for the non-stochastic case.

We then present a block size selection algorithm to select a
block size to maximize the expected number of total decoded
packets under a given idle duration. Besides, we discuss how to
extend our algorithms when there are multiple PU channels. Our
simulation study showed that, compared to the Plain Retrans-
mission and general RLNC scheme, our proposed OSNC can al-
ways achieves the highest performance. Moreover, compared to
the scheme with perfect idle duration information, our proposed
schemes can achieve competitive performance. In the near future,
we plan to extend the analysis to the multi-hop scenarios in CRNs,
and study the performance of our strategy under more fruitful ap-
plications of SUs.

Supplementary material

Supplementary material associated with this article can be
found, in the online version, at 10.1016/j.adhoc.2016.12.009.
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