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Broadcast scheduling for low-duty-cycle wireless sensor networks (WSNs) has been extensively studied re-
cently. However, existing solutions mainly focused on optimizing delay and (or) total energy consumption
without considering load distribution among nodes. Due to limited energy supply for sensor nodes, heavily
loaded sensors often run out of energy quickly, reducing the lifetime of the whole network. In this paper,
we target at minimizing the maximum transmission load of a broadcast schedule for low-duty-cycle WSNs,
subject to the constraint that each node should have the minimum end-to-end delay under the broadcast
schedule. We prove that it is NP-hard to find the optimal schedule. Then, we devise a Load-Balanced Parents
Assignment Algorithm (LBPA-A) that achieves A-approximation ratio, where A denotes the maximum number
of neighbors that are scheduled to wake up at the same time and is typically a small number in low-duty-
cycle WSNs. Further, we introduce how to solve this problem in a distributed manner. Our simulation results
reveal that compared with the traditional solutions, our proposed LBPA-A and distributed solution both ex-
hibit much better average performance in terms of energy-fairness, total energy consumption and delivery

ratio.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

As an important fundamental function, multi-hop broadcasting
in wireless sensor networks (WSNs) has been extensively studied in
the past few years. Many applications in WSNs, e.g., environmen-
tal monitoring, medical care system and scientific exploration, re-
quire that the sink node should disseminate the system configura-
tions to all sensor nodes in a timely and energy-efficient manner.
In practice, it has been verified [1] that idle listening is the major
source of energy waste in WSNs. As shown in [2], the commonly
adopted ChipCon CC2420 radio draws 18.8 mA at receiving mode or
idle listening mode, and draws 17.4 mA at sending mode, which im-
plies that idle listening actually consumes approximately the same
amount of power as in receiving and sending mode. In order to sig-
nificantly reduce the energy waste caused by idle listening, sensor
nodes are often put in a low-duty-cycle mode where every sensor
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node has its own working schedule to alternate periods of work with
sleep.

How to optimize the energy efficiency of broadcasting in low-
duty-cycle WSNs has been well-investigated by many existing works,
in which the proposed solutions can achieve high energy efficiency
in terms of total energy consumption. However, it may not be appro-
priate to take total energy consumption as the main metric to char-
acterize energy efficiency in sensor networks. As we know, it is typ-
ically hard to replace or recharge batteries for sensor nodes as many
WSNs are deployed in a tough environment that human beings are
not easy to access to. This fact implies it is more important for sen-
sor networks to take energy-fairness as the first concern, since un-
balanced load could make nodes with heavy workload deplete their
energy much faster so that the network is disabled earlier, e.g., the
monitoring field cannot be fully covered, or the network becomes
disconnected. Currently, most of the existing works mainly pay at-
tention to load-balanced data collection in low-duty-cycle WSNs.
However, very few of them consider load balancing of data dis-
semination, which is an important function in sensor networks. In
low-duty-cycle WSNs, one-hop broadcasting is usually implemented
by multiple unicasts. Once the broadcasting schedule is established,
it is normally performed for a rather long duration and is unlikely
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to be updated frequently due to high update overhead. Therefore,
a broadcasting schedule without careful design may lead to highly
unbalanced broadcasting load among sensor nodes. As the number
of broadcasting increases, this unbalancing will be further intensi-
fied. For low-duty-cycle WSNs where load-balanced data collection
are adopted, designing a broadcasting schedule to guarantee energy
fairness among sensor nodes is an important issue.

Compared with always-awake networks, low-duty-cycle sensor
networks usually yield a notable increase on communication delay
due to the periodic sleeping, and thus delay is always taken as the
first consideration in such networks. In many broadcasting applica-
tions without cooperation requirement such as configuration dissem-
ination, each node is expected to receive the broadcasting message
as soon as possible to update the configuration so that the new sys-
tem requirement can be satisfied in a short period of time. In other
words, the end-to-end (E2E) delay from the sink node to each sens-
ing node is desired to be minimized for broadcasting in such applica-
tions. For example, GreenOrbs is a consistently operating sensor net-
work system deployed on Tianmu mountain of China for the aim of
forest monitoring. It periodically collects various sensory data includ-
ing temperature, humidity, illumination, and carbon dioxide titer. The
collected information is utilized to support various significant appli-
cations, such as forest surveillance, forestry observation and research,
fire risk evaluation, and succor in the wild. Occasionally, we need to
change the sampling period or other parameters of each node. In this
case, the sink node needs to broadcast the updated configuration in
the network as soon as possible so that the new system requirement
can be satisfied as soon as possible. As for another example, alarm
detection system is also a type of widely used applications for WSNs.
Upon detecting that a parameter (e.g., temperature, and humidity) is
above or below some threshold, the sensor node will report it to the
sink quickly so that a prompt action can be taken. For this kind of
applications, we sometimes need to change the system requirement
(e.g., to change the alarm threshold), and the sink needs to broadcast
the message attached with the updated alarm threshold in the net-
work as soon as possible so that the chance of false positive or false
negative can be reduced as much as possible. To this end, we iden-
tify the minimum E2E delay as a firm requirement, and thus our op-
timization goal becomes balancing the energy consumption among
nodes while guaranteeing the minimum E2E delay.

In this paper, we focus on the Load-Balanced Minimum E2E-
delay Broadcast Scheduling Problem (LB-MEBS), namely how to min-
imize the maximum transmission load of a broadcasting schedule
for low-duty-cycle WSNs, subject to the constraint that each node
should have the minimum end-to-end delay under the broadcasting
schedule.

The main contributions of this work are as follows:

o To the best of our knowledge, we are the first to investigate the
load-balanced minimum delay broadcast scheduling problem for
low-duty-cycle WSNs. We transform our problem into the equiv-
alent Load-Balanced Parents Assignment Problem (LBPA), and prove
its NP-hardness.

o We propose the Load-Balanced Parents Assignment Algorithm
(LBPA-A) to tackle the LBPA problem, and show that LBPA-A can
achieve A-approximation, where A denotes the maximum num-
ber of neighbors that are scheduled to wake up at the same time
and is typically a small number in low-duty-cycle WSNs.

» We also propose an efficient distributed solution, i.e., DLBPA-A, to
solve our problem. The message complexity of this algorithm is
O(N? + N - d2,,,) where N and dmqy denote the number of nodes
and the maximum node degree in the network, respectively.

e Our simulation results reveal that compared with the traditional
solutions, LBPA-A and DLBPA-A both exhibit much better average
performance in terms of energy-fairness, total energy consump-
tion and delivery ratio.

The rest of the paper is organized as follows: Section 2 summa-
rizes the related work. Section 3 illustrates the network model and
formulates the problem. Section 4 analyzes the problem hardness.
Detailed description and analysis of our proposed algorithm are pre-
sented in Section 5. Section 6 introduces an efficient distributed so-
lution, followed by the discussion about practical issues and the sim-
ulation results in Section 7 and Section 8. Section 9 concludes our
findings.

2. Related work

In recent years, a number of works that focus on energy-efficient
broadcast scheduling problem in low-duty-cycle WSNs have been
proposed [3-13]. Hong et al. [4] studied the Minimum-Transmission
Broadcast problem in uncoordinated duty-cycled networks and
proved its NP-hardness. They proposed a centralized approximation
algorithm with a logarithmic approximation ratio and a distributed
approximation algorithm with a constant approximation ratio for this
problem. In [6], the authors considered link correlation and devised
a novel flooding scheme to reduce energy consumption of broadcast-
ing by letting nodes with high correlation be assigned to a common
sender. Xu et al. [7] utilized the broadcasting spatiotemporal locality
to address the latency-optimal minimum energy broadcast problem
in low-duty-cycle WSNs. In [10], the authors studied the duty-cycle-
aware Minimum-Energy Multicasting problem in WSNs both for one-
to-many multicasting and for all-to-all multicasting. Han et al. [11]
studied the problem of minimizing the expected total transmission
power for reliable data dissemination in duty-cycled WSNs. Due to
the NP-hardness of the problem, they designed efficient approxi-
mation algorithms with provable performance bounds for it. Cheng
et al. [12] proposed a novel dynamic switching-based reliable flood-
ing (DSRF) framework, which is designed as an enhancement layer to
provide efficient and reliable delivery for a variety of existing flood-
ing tree structures in low duty-cycle WSNs. In [13], the authors in-
vestigated the energy efficient broadcast problem with minimum la-
tency constraint in low-duty-cycle WSNs with unreliable links, and
proposed a distributed heuristic solution to tackle this problem. How-
ever, all of these works mainly focus on the minimization of total en-
ergy consumption rather than load balancing. Recently, Glossy broad-
casting scheme [14] has gained much attraction amongst researchers,
as it uses constructive interference for flooding and thus eliminates
any need to establish a schedule for broadcasting. However, it mainly
focuses on the latency and reliability of broadcasting but not the load
balance problem.

Currently, load balancing for applications of data collection in
sensor networks has also been extensively investigated by many
works [15-22]. Wu et al. [15] proposed a novel nonuniform node dis-
tribution strategy to achieve nearly balanced energy depletion in the
network. Jurdak et al. [16] proposed a cross-layer framework to bal-
ance the load in sensor networks via greedy local decisions. Xiong
et al. [17] studied the multiple task scheduling problem for low-duty-
cycle WSNs. They presented several efficient scheduling algorithms to
achieve load balancing among sensor nodes in both spatial and tem-
poral dimensions. In [18], the authors developed a delay-constrained
data aggregation scheme for duty cycle sensor networks to balance
the nodal lifetime of all nodes. Besides, some works such as [19] also
consider employing a mobile sink or mobile relay to collect data so
as to balance loads among sensor nodes. In [20], the authors investi-
gated the problem of controlling node sleep intervals so as to achieve
the min-max energy fairness in asynchronous duty-cycling sensor
networks, the proposed algorithm is self-adjustable to the traffic load
variance and is able to serve as a unified framework for a variety of
asynchronous duty-cycling MAC protocols. However, to the best of
our knowledge, none of the existing works consider load balancing of
broadcasting applications for sensor networks under low-duty-cycle
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Fig. 1. An example of working schedule with L = 5.

operation, which is an important issue for those networks with load
balanced data collection.

3. Network model and problem statement
3.1. Network model and assumptions

We assume that time is divided into a number of equal time slots
and each time slot is set long enough to accommodate at least one
packet transmission. The network is a multi-hop network, and for en-
ergy conservation, it is assumed to be put in a low-duty-cycle mode.
In such mode, each sensor node alternates between sleep state and
active state according to its predefined working schedule. Such work-
ing schedule depends on a particular power management protocol,
e.g., [23]. When staying in sleep state, any node will turn all its func-
tion modules off except a timer to wake itself up, and in active state,
it will turn on its radio and keep awake. An active node is able to
sense an event, transmit a packet or receive a packet. We assume that
working schedule is periodic and all sensor nodes have the same pe-
riod length of working schedule. For simplicity and without loss of
generality, we suppose that one period of any node’s working sched-
ule consists of L time slots where only one time slot is in active state
and the others are in sleep states. Here, the working schedule of any
node j is denoted by the set T;(j) = {ili € {0,...,L — 1} and r]f =1},
in which r} =1 denotes the time slot i for each schedule period of
node j is in active state. Fig. 1 illustrates an example of the periodic
working schedule {2}, where L = 5 and the node only keeps awake at
time slot 2 for each period of working schedule.

In this paper, we use the undirected spatiotemporal topology
graph G = (V,E, W, L) to represent the network topology and nodes’
working schedules, where V represents the set of N nodes including
the sink node vy and all sensing nodes {v;,v,,...,vy_1}, E repre-
sents the set of all communication links, W denotes the set of working
schedules for all nodes, and L denotes the schedule period length of
each node. Note that, our solution is also applicable to the general
case where one period of any node’s working schedule contains one
or more than one active state time slot.

As the same with most of the literature for low-duty-cycle WSNs
(e.g., [3-5,7,10-13,24-27]), we assume that (1) time synchronization
is achieved; (2) each node is aware of the working schedules of all its
neighboring nodes; and (3) each node can transmit its packets at any
time but can only receive packets from its neighbors in active states.
Specifically, if any sender wants to send a message to its receiver, it
will set a timer to wake up itself at the beginning of the receiver’s
next active state to finish the transmission. For simplicity, we do not
consider the packet collision problem in our model, and this practi-
cal issue and its efficient solution will be discussed in Section 8. Be-
sides, we make a practical power consumption assumption, that is, idle
listening consumes approximately the same amount of power as in
receiving and sending mode, which has been shown in [2].

In this paper, we also assume that at any time the network is pro-
cessing at most one request, i.e., two successive broadcast requests
of the sink do never overlap in the network. This assumption is al-
ways true in practice since the broadcasting originated from the sink
(e.g., configuration dissemination) is usually a relatively infrequent
event in real sensor network systems, which implies the time dura-

Table 1
Summary of the primary notations.
Symbol Meaning
T: (v) The set of active time slots of node v
d Point-to-point transmission delay from node v; to v;
delay(u,v)  Minimum end-to-end delay from node u to node v
Load (v) Transmission load of node v
deg(v) Degree of node v
CPS(v) Candidate parents set of node v
CCS(v) Candidate children set of node v
Loadg (v) Transmission load of node v in the edge set E
degg (v) Degree of node v in the edge set E
CPSg(v) Candidate parents set of node v in the edge set E
CCSg(v) Candidate children set of node v in the edge set E
S, t) The set of message receivers in CCS(v) if node v sends a message
at tine slot t
TR(v,t) The transmission of node v at time slot ¢
RDg (v, t) The redundancy degree of the transmission TR(v, t) in the edge
set E
TS(v) Transmission strategy set of node v
LNS(v) Local nodes set of node v
{2} 2}
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Fig. 2. Illustration of transmission load.

tion between any two successive broadcast requests is usually long
enough (much longer than the minimum broadcast latency) for real
broadcast applications. Specifically, the sink in real broadcast applica-
tions will usually not send a request (i.e., configuration update com-
mand) until the last sent request is received by all the nodes in the
network and the new updated configuration at each node is running
for a duration (i.e., the new updated system requirement is satisfied
for a duration). Therefore, we can consider broadcast request one by
one without overlapping, in other words, we only need to focus on
one broadcast request in the paper.

A summary of the primary notations in this paper is given in
Table 1.

3.2. Problem statement

Definition 1 (Transmission load). Suppose node v; needs to send a
message to all nodes in a subset N(v;) of its neighbors. We define its
transmission load Load (v;) as the number of additional slots that v;
must be awake to finish the transmission, where an additional slot of
v; is a slot originally not scheduled to be awake. That is,

Load(v) =| |J T -Tw)| (1)

vjeN(v;)
where T;(v) denotes the set of active time slots of node v.

Here, we use an example, as shown in Fig. 2 with L = 10, to il-
lustrate the above definition. In Fig. 2(a), suppose that the sender vy
wants to broadcast a packet to all the receiversin {vy, ..., vs}. We can
find that none of the receivers has the same working schedule with
the sender, and sender vy has to additionally wake up and transmit
the packet at time slots 3, 5, 6 and 8 so as to finish the one-hop broad-
casting, so the transmission load Load(vg) = |{3, 5,6, 8} — {2}| =4in
this case. In Fig. 2(b), node v, has the same working schedule {2}
with the sender vy, which implies vy will transmit the packet to v,
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Table 2

Summary of the defined problems.
Abbreviation  Problem full name Position Hardness
LB-MEBS Load-Balanced Minimum E2E-delay Broadcast Scheduling Problem  Problem 1, Section 3.2 NP-hard
LBPA Load-Balanced Parents Assignment Problem Problem 2,Section 4 NP-hard
SLBS Spatiotemporal Load-Balanced Semi-matching Problem Problem 3, Section 4 NP-hard
DBS Degree-Balanced Semi-matching Problem Problem 4, Section5.3 P

at its scheduled time slot and thus the transmission energy from
Vg to v, can be approximately neglected since in practice, idle lis-
tening mode has nearly the same energy consumption rate with the
sending mode [2]. Accordingly, in Fig. 2(b), the broadcasting energy
consumption of sender vg mainly comes from the transmissions at 3
non-scheduled additional time slots (i.e., time slots 3, 5 and 8), so the
transmission load Load (vp) = |{2, 3,5, 8} — {2}| = 3.

In practice, idle listening mode has nearly the same energy con-
sumption rate with the receiving mode, which implies the receiving
energy consumption for all nodes can be approximately neglected
since in our model, each node only receives the packet at its sched-
uled time slot. In this paper, therefore, we will consider transmission
load as the main metric of energy consumption.

In many broadcasting applications without cooperation require-
ment such as configuration dissemination, each node is expected to re-
ceive the broadcasting message to update the configuration as soon
as possible. Thus, it is important to minimize the E2E delay of the
broadcasting for such applications in low-duty-cycle WSNs. Here,
we regard load balancing as the main consideration of energy effi-
ciency, and in practice, the sink node is usually not energy-critical as
it can be supplied with energy continuously, so it is unnecessary to
consider the energy consumption of the sink node in our problem.
Thus, our objective is to address the following Load-Balanced Mini-
mum E2E-delay Broadcast Scheduling Problem (LB-MEBS) in low-duty-
cycle WSNs.

Problem 1 (LB-MEBS). Given a spatiotemporal topology graph G=(V,
E, W, L), find a minimum E2E-delay spanning tree (i.e., Minimum Delay
Path Tree (MDPT) where the E2E delay from the sink vq to each sensing
node is minimal) T* rooted at the sink node vo so that the maximum
transmission load of non-sink sensing nodes on T* is minimized.

In order to facilitate the reading, a summary of all the problems
defined in this paper is given in Table 2.

3.3. Solution overview

In the following sections, we will prove the NP-hardness of our
target LB-MEBS problem and propose an approximation algorithm
to solve this problem. Specifically, we first transform LB-MEBS prob-
lem into the equivalent Load-Balanced Parents Assignment Problem
(LBPA) and show that it is NP-hard. Then, LBPA problem can further be
transformed into several independent subproblems, and we can find
that each subproblem is actually a generalization of the well-known
Degree-Balanced Semi-matching Problem (DBS) and no existing solu-
tion was proposed for this problem. Based on the state-of-the-art so-
lution to DBS problem, we propose an efficient greedy-like solution
to solve each subproblem. Actually, the performance of our solution
can be well-guaranteed as it benefits from the high efficiency of the
state-of-the-art solution to DBS problem. Also, we come up with a
fully distributed solution for our target problem. The basic idea is to
let each node determine an initial transmission strategy set and then
iteratively make a local competition at each node by exchanging a
few of control packets between local nodes. If any node has the lo-
cally maximum transmission load at some round of the local com-
petition, it will be the competition winner and drop one redundant
transmission from its transmission strategy set, and this process will
be repeated until there does not exist any redundant transmission for

each node. Intuitively, our distributed solution would perform well as
it adopts a locally greedy strategy to reduce the maximum transmis-
sion load in any local area. Finally, we will verify the high-efficiency
of our proposed solutions by both theoretical analysis and extensive
simulations.

4. Problem hardness analysis

In this section, we will analyze the hardness of our target prob-
lem. First, we construct a Minimum Delay Path Graph (MDPG) from
G which can make sure that the minimum E2E-delay constraint is
satisfied. Then, we transform LB-MEBS problem into the equivalent
Load-Balanced Parents Assignment Problem (LBPA) on MDPG, which is
independent of the minimum E2E delay constraint. Finally, we ana-
lyze the hardness of LBPA problem.

Here, we use delay(vg, v;) to denote the minimum E2E delay from
sink vy to any node v; and we initially set delay(vg, vg) = 0, and
delay(vg, v;) = oo for any v; # vg. For any sensing node v;, we use
CPS(v;) and CCS(v;) to denote its Candidate Parents Set and Candidate
Children Set respectively, where CPS(v;) and CCS(v;) are both initially
set as null. For any node v;, we define T;(v;) = {t;}. Further, we assume
the sink node vy starts the broadcast operation at its scheduled time
slot ty and we denote by d;; the point-to-point transmission delay for
any edge (v;, v;) € E, and d;; can be determined as follows:

If Vi =V,

4 — tj—t,'-l-l, ifijt,‘; (2)
v ti—t;+L+1, otherwise
and ifl/,‘ # Vg,
ti—t; if t; > t;;
j is j is
dij = . (3)
tj—ti+L, otherwise

Next, we will first present the following Minimum Delay Path
Graph Construction Algorithm (MDPGC-A), which is similar to
Bellman-Ford Algorithm, to construct the Minimum Delay Path Graph
(MDPG): Initially, each node will keep awake and determines its own
working schedule depending on a particular power management pro-
tocol immediately after deployment, and then exchange the working
schedule with its neighbors. Afterwards, the sink v, starts to broad-
cast a control packet containing its ID and delay (v, V). Upon receiv-
ing the broadcast control packet from any neighboring node v;, sens-
ing node v; will figure out d;; according to Egs. (2) and (3), and com-
pares the current stored delay(vo, v;) with delay(vo, v;) + d;;.

o If delay(vg, v;) + d;j < delay(vg, v;), node v; will update the cur-
rent delay(v, v;) as delay(vg, v;) +d;j, then send a feedback
packet to its neighbors to make node v; add v; into the set CCS(v;)
and each node v/ € CPS(v;) remove v; from the set CCS(v;) if
CPS(vj) # ¥, and next it will update CPS(v;) as {v;} and broad-
cast a new control packet containing its ID and the updated
delay(vg, v));

If delay(vo. v;) + d;j = delay(vp. v;), node v; will just add v; into
the set CPS(v;) and reply a feedback packet to v; to make node v;
add v; into the set CCS(v;);

If delay(vg, v;) + d;j > delay(vg, v;), nothing is performed by
node v;.
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The above process continues until no new control/feedback packet
is received for each node.

Obviously, a MDPT can be obtained if any sensing node v; in MDPG
selects any node in CPS(v;) as its parent. Our target problem, i.e., LB-
MEBS problem, is thus equivalent to the following Load-Balanced Par-
ents Assignment Problem (LBPA) which is independent of the mini-
mum E2E delay constraint.

Problem 2 (LBPA). Given a spatiotemporal topology graph G =
(V,E, W, L) and its corresponding MDPG, for each non-sink sensing node
v; in MDPG, choose a node in CPS(v;) to be its parent so that the maxi-
mum transmission load of non-sink sensing nodes on the resulting MDPT
is minimized.

Next, we will analyze the hardness of LBPA problem. First, we
come up with the Spatiotemporal Load-Balanced Semi-matching Prob-
lem (SLBS) and prove that it is NP-hard. Then, we show the NP-
hardness of LBPA problem by reduction from SLBS problem.

Definition 2 (Semi-matching). Given a spatiotemporal bipartite
graph G = (S|UR,E,W, L) where S is the set of senders, R is the set
of receivers and ECS x R, W denotes the set of working schedules for
all nodes in S{JR, and L denotes the schedule period length of each
node, a semi-matching is defined as a set M of edges with MCE such
that each node in R is incident with exactly one edge in M.

Problem 3 (SLBS). Given a spatiotemporal bipartite graph G=(S|JRE,
W, L) where S is the set of senders, R is the set of receivers and ECS x
R, W denotes the set of working schedules for all nodes in S| R, and L
denotes the schedule period length of each node, find a semi-matching M
in G such that max,.s{Load,;(s)} is minimized, where Load,,(s) denotes
the transmission load of the sender s in M.

Lemma 4.1. SLBS problem is NP-hard.

Proof. We refer to the decision version of SLBS problem as DPg;gs:
Given a spatiotemporal bipartite graph G = (S\JR, E,W, L) and a non-
negative integer k, is there a semi-matching so that the maximum trans-
mission load of the senders in S is at most k? We will prove that DPg;gg
is NP-complete by reduction from the well-known NP-hard Mono-
tone 3SAT problem [28], where we are given a set U of boolean vari-
ables and a collection C of clauses over U such that each clause c € C
contains either only negated variables or only un-negated variables
and |c| = 3. The question is whether there is a satisfying truth assign-
ment for C.

Given any instance of Monotone 3SAT with variables x4, ..., x, and
clauses cq, ..., cm, construct the bipartite graph G = (S\UR,E,W, 3)
where S = {x;. ..., xpyand R={cq,..., cm}, corresponding naturally
to the set of variables and clauses. There is an edge (xp, ¢g) € E if and
only if either x, € ¢ or X, € ¢q. The set Wis as follows. (1) Ts(x) = {0}
forall x € S; (2) Ts(cp) = {1} if clause ¢, consists of only un-negated
variables; (3) Ts(cp) = {2} if clause c, consists of only negated vari-
ables. The non-negative integer k is set as 1. It is easy to see that this
reduction can be done in polynomial time. We give an example of the
reduction. For the instance of the Monotone 3SAT problem

(X1 VX3 VX)) AKX VX VX3)A(Xo VXLV Xs) A (X VX3V Xs)

which consists of four clauses and U = {xy, ..
responding instance of DPg; g5 in Fig. 3.

We claim that the Monotone 3SAT problem is satisfiable if and only
if there exists a semi-matching in the constructed bipartite graph G
with a maximum transmission load of 1.

(i) Suppose an instance of Monotone 3SAT problem is satisfiable
and let t: U — {true, false} be a satisfying truth assignment. We show
that a desired semi-matching can be derived from this truth assign-
ment. For node x e S such that t(x) = true, we let it be parent of all
neighbors whose active time slot is 1, and for node x € S such that
t(x) = false, we let it be parent of all neighbors whose active time

.. X5}, we obtain its cor-

iy 2y {L {2

Fig. 3. An instance of DPs;ps with L = 3. Given any semi-matching with the maximum
transmission load of 1, e.g., the set of bold edges, we can easily get a truth assignment
t({x1, %2, X3, X4, X5 }) = {true, false, false, true, false}.

slot is 2. In cases where a single node in R is assigned multiple par-
ents, we arbitrarily keep one of them and delete the others. Since each
clause has at least one literal evaluating to true so that it has at least
one parent, the edges between parents and children cover all nodes
in R, forming a legitimate semi-matching. It is easy to see that this
semi-matching must have a maximum transmission load of 1.

(ii) Suppose M is a semi-matching for the constructed DPg;gs in-
stance with a maximum transmission load of 1. We can obtain a satis-
fying truth assignment t for the Monotone 3SAT problem. Due to max-
imum transmission load of 1, the children in M of any node x € S have
the same active time slot, either 1 or 2. Therefore, we let t (x) = true if
the active time slot of the children of node x is 1, and let t(x) = false
if either x does not have child or its children have active time slot 2.
One can check that this truth assignment satisfies the Monotone 3SAT
problem.

It is obvious that DPgps is in NP since we can non-
deterministically select a solution and check its transmission load in
polynomial time. Therefore, DPs; g5 is NP-complete, and the proof is
completed. O

Theorem 4.1. LBPA problem is NP-hard.

Proof. Given any instance G= (SUUR,E,W,L) of SLBS problem
where S = {s1,....sn}, R={r1,....,rm} and suppose that T;(v) = {t,}
forany v € S|JR, we can construct an instance G’ = (V/,E/,W’, L+ 1)
of LBPA problem in polynomial-time as follows. First, we let V' =
{vo}UVs UV, where Vs ={sq,...,sn}, Ve ={r1,...,rm} and vg de-
notes the sink node, and E’ = ({vp} x Vs) | JE. Then, for any node r
e Vy, if there exists at least one node sp in Vs so that Ts(sp) = Ts(rg).
we will update V; by removing node rq from V;, and update E’ by
removing all the edges that are attached to ry from E’. Next, we set
W' by letting 1) Ts(vg) = {0}; 2) Ts(sp) = {0} for any node s, € Vs; 3)
Ts(rg) = {tr, + 1} for any node rg € Vr.

By such a construction, we can easily prove that the optimal
spatiotemporal load-balanced semi-matching on G can be found in
polynomial-time if and only if the optimal MDPT, in which the maxi-
mum transmission load of non-sink sensing nodes is minimized, can
be found from G’ in polynomial-time. As this proof is simple and obvi-
ous, we omit the detailed process for saving space. Accordingly, SLBS
problem is polynomial-time reducible to LBPA problem. According to
Lemma 4.1, the proof is now completed. O

5. Centralized solution

To solve our target problem, in this section, we will propose an
efficient solution, i.e., Load-Balanced Parents Assignment Algorithm
(LBPA-A), which mainly consists of (1) Component Construction;
(2) Component Simplification; (3) Degree-balanced Semi-matching;
(4) Redundant Transmissions Reduction.
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CPS(vo)=null, CCS(vo)={vi,v2}
CPS(vi)={vo}, CCS(V1)={v2,V3,Va,Vs}
CPS(v2)={vo,vi}, CCS(v2)={v3, a4, Vs}
CPS(v3)={vi,va}, CCS(v3)={Ve,V7,Vs}
CPS(va)={v1,v2}, CCS(v4)={Ve,V7,Vs,Vo}
CPS(vs)={v1,v2}, CCS(vs)={v,vs,vo}
CPS(ve)={v3,va}, CCS(ve)={v7}
CPS(v7)={V3,V4,Vs5,V5,Vs}, CCS(v7)=null
CPS(vs)={v3,va,vs}, CCS(vs)={v7,vo}
CPS(vo)={V4,Vs,vs}, CCS(vy)=null

(a) The network topology graph G with L = 10

SC:@@ @

‘ 777777 component C; component C, ‘

(b) The bipartite graph G,

Fig. 4. An example of component construction.

5.1. Component construction

Definition 3 (Component). Given a spatiotemporal topology graph
G = (V, E, W, L) and its MDPG, we can define an undirected bipartite
graph G¢ = (S¢ JRe, E¢c, W, L) to characterize the minimum E2E-delay
broadcasting in low-duty-cycle WSNs, where S. =V is the set of po-
tential senders, R. =V is the set of potential receivers and E.CS; x
Rc. For any s € S¢ and any r € R, specifically, E; contains an edge that
connecting s and r if and only if s € CPS(r). In this paper, a component
is defined as a maximal connected bipartite subgraph of the bipartite
graph G.. Here, a subgraph of G, is called maximal connected if and
only if it is connected and any other edge in E. that does not belong
to this subgraph is not incident with it.

Based on the information about candidate parents for all nodes,
we can easily construct the bipartite graph G according to its defini-
tion mentioned above, and then derive all the components from G, by
the following steps:

o Initially, we mark all the edges in E. with unselected.

o We assume that a component C initially only contains one edge
that is arbitrarily selected from the unselected edges in E., and
then we extend the component C by iteratively merging C with
the edges incident to C, until no edge incident to C is found in E.
Next, we mark all the edges in the resulting C with selected.

o We repeat Step 2 until all the edges in E. are marked with selected,
and finally all the components {C;,C, ...,Cn} in G. can be found.

Fig. 4 explicitly illustrates an example of component construction.
Given a network topology graph G with L = 10 as shown in Fig. 4(a),
we can figure out the minimum E2E delay from the sink to each node
in G, and obtain the Candidate Parents Sets for all nodes according
to the aforementioned MDPG construction algorithm. As shown in
Fig. 4(b), accordingly, we can easily construct the corresponding bi-
partite graph G, which consists of two components {C;, C5}.

Observation 1. Components are independent of each other, that is,
the parents assignment in one component will NOT affect that in
any other component in terms of both delay-optimality and energy-
fairness for all nodes.

According to Observation 1, it is obvious that LBPA problem can
thus be transformed into several independent subproblems, i.e., SLBS
problem on each component. Specifically, our objective is thus to
solve the following independent subproblem: for any component C; =
(Si UR;, E;, W;, L) where S;CSc, RiCRc, E;<E; and W;CW, find a semi-
matching, namely assign exactly one parent from the senders in S; to
each receiver in R;, so that the maximum transmission load of the senders
in S; is minimized.

5.2. Component simplification

As stated before, we do not consider the energy consumption of
the sink node in our problem due to the fact that the sink node can be
always supplied with energy continuously in practice. For any neigh-
bor of the sink node, we thus select the sink node as its parent. Corre-
spondingly, we can simplify any component C; = (S; UR;, E;, W;, L) by
deleting all the edges that are incident to the nodes in Ny (| R; from
Ci, where Ny denotes the set of the sink node’s neighbors. As shown
in Fig. 4, the sink vg has two neighbors {vy, 15}, we thus let vy be the
parent of both v; and v, and remove the edges (vg, v1), (V9. V) and
(v1, 12) from the component C; to get a simplified component of C;.

Due to our power consumption assumption, actually, the trans-
mission load of any sender sf’ will not involve the transmission
from slP to any of its receivers that have the same working sched-
ule with sf’ . Therefore, we can further simplify any component
Ci = (S;URy, E;,W;, L) as follows: For any receiver r? € R;, we check
whether there exist one or multiple senders in CPS(rf) which have
the same working schedule with rl.q. If yes, we will let any one of them
be the parent of r? and then delete all the edges that are incident to r?
from C;. For example, node v; in Fig. 4(b) has one sender v5 in CPS(v7)
which has the same working schedule of v, i.e., Ts(vs) = T;(v;7) =
{4}. Thus, we can assign v5 as the parent of v; and remove the edges
(v3,17), (v4,17), (Vs,17), (Vg, v7) and (vg, v7) from the component C,
to get a simplified component of C,.

Finally, we update CCS(SIP) for each sender slP in each simplified
component C;, and by the above simplification, our objective will ac-
cordingly turn to be how to solve the SLBS problem on each simplified
component.

5.3. Degree-balanced Semi-matching

Before solving the SLBS problem, we first review the well-known
Degree-Balanced Semi-matching Problem (DBS), which has been well-
studied by many existing works [29,30].

Problem 4 (DBS [29]). Given a bipartite graph G = (S\UR, E) where
S is the set of senders, R is the set of receivers and ECS x R, find a
semi-matching M in G such that max.s{degy(s)} is minimized, where
degy(s) denotes the degree of the sender s in M, i.e., the number of edges
in M that are incident with s.

Obviously, our proposed SLBS problem is a generalization of the
DBS problem. Specially, if the duty cycle in the network is so low that
all the neighbors of any node have different working schedules, then
Load,,(s) must be equal to deg),(s) for any semi-matching M and thus
the SLBS problem will turn to be the DBS problem. As we know, it has
been shown that the DBS problem is equivalent to the optimal semi-
matching problem which is solvable in polynomial-time [29], and the
state-of-the-art solution [30] of the DBS problem provides an effi-
cient algorithm which runs in O(,/|SUR]| - |E| - log|S|JR|) time. For
convenience of description, we call the solution proposed in [30] the
Degree-Balanced Semi-matching Algorithm (DBS-A).

Here, we will address the SLBS problem on any simplified com-
ponent C; by directly performing DBS-A on C; and analyze its perfor-
mance. Let Mf denote the solution (i.e., the resulting semi-matching)
when performing DBS-A on the simplified component C;, and OPT (C;)
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denote the maximum transmission load of senders in the optimal so-
lution of our target problem, i.e., the SLBS problem on C;. Also, we de-
note by S(s?. t) the set of message receivers in CCS(s?) if the sender s?
transmits a message at time slot t where t € UjeCCS(sf) T;(j), namely

S(sP. t) = {r|r e CCS(sP) and Ty(r) = {t}}. (4)
We have the following conclusion.

Lemma 5.1. Given any simplified component C; = (S; UR;,E;, W;, L), we
have

mzéx{LoadW (s)} < ;- OPT(C;)
seS; i

where A; denotes the maximum number of the receivers that are sched-
uled to wake up at the same time and have at least one common candi-
. _ P
date parent in C;, namely A; = MaXps, and (el cesie . HUSGT D1}
i

Proof. Let the semi-matching Mﬁ denote the optimal solution of the
SLBS problem on ¢; and define s} e arg maxscs, {deg,, (s)}. We can
i

obviously find that
OPT(C;) = me;x{Load,Vﬂ (9)}
seS; i

v

Loadyy (s3) (5)
and thus

Ai-OPT(C;) = A; - Loady, (i)

degy; (s§'™)

rgegix{degw ()} (6)

\%

Since Mf is the semi-matching where the maximum degree of the
senders in C; is minimized, then

max{degy.(s)} < max{degy(s)}. (7)
SES; i seS; i

Also, due to the fact that Load, 4 (s) < deg,q(s) for any s € S;, we fur-
1 1
ther define s e arg maxscs, {Load, 4 (s)} and must have

r&%f({LoadM? (s)} = Loadyys (s7)

degy (slma")
= max{degy (s)}. (8)

IA

A

According to Egs. (6)-(8), we can derive that
max{Load, (s)} < A; - OPT(C;). (9)
seS; i

Thus, the proof is completed. [

Theorem 5.1. For the LBPA problem, our solution that applies DBS-A to
each simplified component achieves A-approximation, where A denotes
the maximum number of neighbors that are scheduled to wake up at the
same time.

Proof. Suppose there are m independent simplified components
{Cy.....Cm} in the problem. Let the found schedules by DBS-A be
My, ..., My, respectively, and let the corresponding optimal schedules
be M3, ..., M;,. Due to Lemma 5.1, for all i, we have

Load(M;) < A;Load (M)

where Load(M) is the maximum load of all senders under schedule M.
It is then straightforward to see that

max Load (M;) < A max Load (M;)
1 1
since A > A; for all i. Note that the term max; Load (M;) is the load of

our solution and the term max; Load (M) is the load of the optimal
solution. [

In low-duty-cycle WSNs, we usually improve the network perfor-
mance (e.g., to minimize average detection delay) by carefully de-
signing the working schedules of all nodes (e.g., [23]) to make the
neighboring nodes rotate the sensory coverage, which implies very
few of the neighboring nodes will have the same working schedule in
practice. Moreover, for a specific network performance requirement,
it is usual that each node will correspondingly adjust (e.g., decrease)
its duty cycle as the number of nodes N varies (e.g., increase), which
means A is actually independent of N and only depends on the given
network performance requirement. Thus, A is typically a small num-
ber in low-duty-cycle WSNs.

5.4. Redundant transmissions reduction

As shown in Theorem 5.1, the DBS-A can actually provide the
performance guarantee in the worst case. However, we can find
that some redundant transmissions would exist in the solution that
adopting DBS-A. As a simple example, Fig. 5(a) shows a simplified
component C;, and suppose that the set of the bold edges is the solu-
tion that adopting DBS-A on C;. Obviously, the transmission from s} to
r,.l is redundant since the receiver rl] can also be covered by the trans-
mission from s? to r3. Likewise, the transmission from s? to r{ is re-
dundant since the receiver r,f‘ can also be covered by the transmission
from 513 to r?. Thus, we can further make an improvement by remov-
ing the redundant edges (s!. r}) and (s, r#) from our solution, which
will reduce the maximum transmission load and the total transmis-
sion load from 2 and 6 to 1 and 4 respectively. In other words, the
average case performance of our solution could be further improved
by efficiently reducing the redundancy of transmissions. In this sub-
section, accordingly, we will devise an efficient heuristic approach to
reduce the redundant transmissions in the solution adopting DBS-A.
By doing so, the performance of our solution can be further improved
in terms of both energy-fairness and total energy consumption.

In order to better characterize the redundancy of transmissions,
we utilize the Transmission Coverage Graph (TCG) to represent our so-
lution (i.e., the semi-matching M?) that adopting DBS-A on any sim-
plified component C;, and MIF’ can be easily transformed into its corre-
sponding TCG, say Tid , as follows. Initially, Tid consists of all the edges in
Mg, and then any edge (s r) ¢ M¢ in C; will be added into T if and only
if there exists at least one edge (s} r) in M@ where T (r{) = T (r). Obvi-
ously, our solution M is equivalent to T¢ since in M¢, any transmis-
sion from s,?’ to r? will also cover all the nodes with working schedule
Ts(rf) in CCS(sf’) due to the spatiotemporal nature of broadcasting.
For the solution which consists of the bold edges in Fig. 5(a), we thus
use the equivalent TCG which consists of the bold edges in Fig. 5(b)
to represent it.

Here, let Load 4 (sf) denote the transmission load of the sender

1

sP in T4, deg, 4 (r!) denote the degree of the receiver r{ in T¢, and
CCS,4(sP) denote the Candidate Children Set of the sender s¥ in T¢, i.e,,
CCS,4(sP) = {r|r e CCS(sP) and (sP. 1) e T¢)}. Also, we let TR(sP.t)

. e P
(te UjECCSTid &) T;(j)) denote one transmission of the sender s at

time slot t, which will cover all the nodes in S(s?. t), and E;(s?. t) de-
note the set of edges that represents the transmission TR(slp ,t), ie.,
Ei(sP.t) = {(sP.1)|r € S(sP.t)}. For any transmission TR(s. t) in our
solution Tid , we will use the Redundancy Degree (RD) to characterize
its redundancy level, which is defined as follows:

Definition 4 (Redundancy Degree (RD)). Given any simplified com-
ponent C; = (S; JR;, E;, W;, L) and our solution Tid, the Redundancy
Degree (RD) of any transmission TR(sl‘.’, t)in Tid, saying RD 4 (sf, t),is
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Fig. 5. An example of redundant transmissions reduction.

defined as

RDpa (sf.£) = qr?(lsll}t) {degra(1])} (10)

wheres? € S;and t UjeCCSTd & B0

For any transmission TR(SIP, t) in Tid, it is called a redundant trans-
mission if and only if RDy4(sP, t) > 1. If RD;4 (s, t) = 1, specially, it
is called a necessary translmission since theré must exist at least one
receiver that can only be covered by the transmission TR(SIP, t)in T,.d.

In order to further improve the energy-fairness of our solution Tid
for any simplified component C;, we will propose a greedy algorithm,
which consists of the following two steps, to efficiently reduce the
redundant transmissions in Tid:

Transmission Removal Step: First, we find out ST¢™ which de-

i
notes the set of senders with the maximum transmission load in Td,
ie., Sm“"—arg maxgp.g, {Loade (s”)} For each transmission TR(s t)

where s’J IS Sm”" and te U_]ECCS ) T (j), if it is a redundant trans-
mission, we w1ll define a metric A( 7. t) as follows:

I(s.sP,t) - Load(s)

P o) —
Alsft) = 2 RDy(s. 0) (1
seSi—{sP}andte U T(j) U
jeccsT_d(s)
where
1, if RDs(s,t) #RD (s, t);
I(s.sP.t) = g ri-£(511) (12)

0, otherwise
From all the redundant transmissions of the senders in S, we will

i
first choose the one with the smallest A(s?. )", say TR(s*, t*), and
then update T as T — E;(s*, t*). Next, we repeat this step until there
is no redundant transmission for all the senders in S?d“".

1
Transmission Replacement Step: When there is no redundant
transmission for all the senders in SrT"d”X, we will check each neces-

1
sary transmission TR(sfJ ,t) of the senders in S;?d”" that whether all
the nodes in the set Syeg_q (s, t) = {r|r € S(sP.t) and deg4(r) = 1}
i

can be covered by the transmissions out of Tl.'i while improving

1 Specially, if there exist multiple redundant transmissions with the smallest
A(sP. t), we arbitrarily choose one from them.

the energy-fairness. Specifically, we let Eir(s,.p, t) = U Ei(s. t) where
c={seS—{sF}. t ¢ UjeCCSTd s Ts(j) and LoadTid (s) < LoadTid (sP) -

2}, and TR(slP,t) is called the replaceable necessary transmission if
and only if Sgee1(sP.t) € Ef(sP.t). We check that whether there
exists any replaceable necessary transmission for all the senders in
S’T”d”". If no, the algorithm is terminated; otherwise, we will arbitrar-
1
ily choose one from them, say TR(s*, t*), then update T¢ as (T% —
Ei(s*, t*)) UE[ (s*, t*) and go back to the Transmission Removal Step.
In general, the basic idea of our greedy algorithm mentioned
above is to greedily reduce the maximum transmission load in Tid by
each time either removing one redundant transmission of the sender
with the maximum transmission load, or replacing one of its neces-
sary transmissions with the out-of- Td transmissions from the other
senders so that max;es, {Loade (s)} or |Sm“"| is reduced by 1. For the

sender with the maximum transmission load the removal of one re-
dundant transmission could influence (i.e., decrease) the RD values of
the transmissions from the other senders, and when the RD value of
one transmission decreases to 1, it will be no longer redundant. Here,
we employ the comparison metric A(sfJ , t) to characterize the influ-
ence of the removal of the redundant transmission TR(slP ,t) on the
RD values of the transmissions from the other senders, which is re-
lated to three factors: the number of influenced transmissions that
characterized by I(s, sf’ ,t), the transmission load of any influenced
transmission TR(s, t) (i.e., Load4(s)) and the RD value of any influ-
1

enced transmission TR(s, t) (i.e., RD;4 (s, £)). In order to achieve better
i
energy-fairness, intuitively, we prefer to each time remove the one
which will bring smaller number of influenced transmissions, smaller
Load.4(s) and larger RD4 (s, t) among all the redundant transmissions
1 1
of the senders in S’T”fx.

Fig. 5 shows a slimple example of our greedy algorithm on a sim-
plified component C;, where the set of bold edges in Fig. 5(a) and
that in Fig. 5(b) represent MY and T, respectively. In T¢, we can
find that ST = {s!.s?} and the transmlssmn TR(s?, 2) has the small-

est A(sf, t) (i.e. A(siz, 2) = 0) among all the redundant transmissions
of the senders in S’”“" As shown in Fig. 5(c), thus, the redundant

edge (512, rf) will be removed from Td Next, we can further find that

S?da" {511 }, and as shown in Fig. S(d), we will remove the redundant
i

edges (s!. r!) and (s}, r?) from T¢ since the transmission TR(s}. 1)

is currently the only redundant transmission of the senders in Tl.d. In

Fig. 5(d), it can be seen that the maximum transmission load has
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(a) The original simplified component C; with

L=3

{2} {1} {1} {2} {1}

(b) The transformed simplified component
GT

Fig. 6. An example of component transformation.

been decreased from 2 to 1 and ST = {s!.s?.s3. s}, our greedy algo-
1

rithm will thus be terminated since neither any redundant transmis-
sion nor any replaceable necessary transmission can be found among
all the transmissions of the senders in S%ﬂx. Intuitively, the greedy

1
strategy with the comparison metric A (sfJ ,t) could have a better per-
formance than that with the comparison metric RD (sf’ ,t), since the
1

latter does not consider the influence of the removed redundant trans-

mission on any other redundant transmission in Tid. In this example, if

we utilize the greedy strategy that each time removes the transmis-

sion with the largest RD 4 (sf’ ,t), instead of the transmission with the
1

smallest A(sfJ ,t), from Tid among all the redundant transmissions of
the senders in S?da", the transmission TR(siz, 1) (i.e., the redundant

1
edges (s?. r!) and (s?. r?)) would be first removed from T¢ which
would cause the termination of the greedy algorithm without de-
creasing the maximum transmission load. This is because the removal
of the transmission TR(siz, 1) would affect the transmission TR(sl.l, 1)
and make it no longer redundant.

By greedily removing or replacing the transmission of the sender
with the maximum transmission load, we improve the performance
of our solution in terms of energy-fairness. However, we can find that
there could still exist redundant transmissions for the senders with-
out the maximum transmission load after running our greedy algo-
rithm, which suggests that the performance of our solution could
be further improved in terms of total energy consumption. Specif-
ically, our problem can be described as follows. Given a time slot
t where t e UrERi T;(r) and a set of senders S;(t) = {s|seS;andt e
UjeccsT_d s s(J)}, how to select a minimum subset of Si(t), say S (t),

1
50 that Uses: (1) S(s, t) = {rlr € R; and Ts(r) = {t}}. Obviously, this is a
1

typical Set Cover Problem which is NP-hard and can be well-solved
with the state-of-the-art solution. In our solution, finally, we will
remove all the edges in USES,-(r)_si*(r) E;(s.t) from T¢ for each t e
UreRi Ts(r)

Accordingly, we can find that our solution adopting DBS-A on C;
can be further improved in terms of both energy-fairness and total
energy consumption by the aforementioned approach.

5.5. Improvement

The SLBS problem has been shown as NP-hard by Lemma 4.1.
However, we can find that it is solvable in polynomial-time for some
special instances of the simplified component, which indicates that
the average performance of LBPA-A could be further improved by
first checking whether each simplified component belongs to this kind
of special instances. The following theorem illustrates the sufficient
condition that the SLBS problem is solvable in polynomial-time.

Theorem 5.2. Given a simplified component C; = (S;|UR;, Ei, W;, L), if
SGsP.t) ¢ Uses,—is?) f(s.t) foreachs? € S;and eacht e Ujeccs(slp) T(j),
then there must exist an efficient algorithm so that the SLBS problem on

C; can be solved in polynomial-time. Specifically,

f.0 = {S“v 0. if SG.0) #S(57.1):

. (13)
null, otherwise

Proof. By capturing the spatiotemporal characteristic of broadcast-
ing, we can make a component transformation for any simplified
component C;=(S; | JR;, E;, W;, L) as follows. First, we define a bipar-
tite graph GT = (S; |V, ET) where V and ET are both initially set as null.
For each sf eS;and each t € UjeCCS(sg’) Ts(j) in C;, we will check that

whether there exists a vertex v that represents the set S(sf ,t)in V. If yes,
we will add an edge (sf , V) into ET; otherwise, we will add the vertex
v that represents the set S(sf’, t) into V and then add an edge (SIP, V)
into ET.

Obviously, the above component transformation can be done in
polynomial-time. Actually, the transformed simplified component GT,
in which one transmission is represented by just one edge, ex-
plicitly exhibits the spatiotemporal characteristic of broadcasting.
For any sender s’ € S; and any t € UjeCCS(sf) Ts(j) in ¢, S(sP.t) ¢

Uses_i{sp} f(s,t) implies that in the corresponding G', the vertex
1 i

S(sf’ ,t) in V must contain at least one receiver which does not belong
to any other vertex in V. Therefore, if S(sf, t)y ¢ USES__{Sp} f(s,t) for
i3

P
eachs; e 5;and each t € U qc5(

lem, i.e., how to find a SLBS in such a C; where each receiver should
be covered, can be equivalent to that how to find a DBS in its cor-
responding transformed simplified component G. Accordingly, we can
solve the SLBS problem on such a ¢; in polynomial-time by directly
performing DBS-A on its corresponding transformed simplified com-
ponent GI. O

) T;(j) in some C;, our target prob-

Fig. 6 illustrates a simple example of the component transfor-
mation. For the simplified component ¢C; (i.e., Fig. 6(a)), we can find
that it has satisfied the sufficient condition in Theorem 5.2. There-
fore, we can solve the SLBS problem on this C; in polynomial-
time by adopting DBS-A on its corresponding transformed sim-
plified component GT (ie., Fig. 6(b)). According to the solution
adopting DBS-A on Gy which is represented by the set of bold
edges in Fig. 6(b), we can get our final broadcasting schedule as
{TR(s}, 1), TR(s}, 2), TR(siz, 1), TR(s,.3, 2), TR(sg‘, 1}

6. Distributed implementation

Different from the aforementioned centralized solution which re-
quires the global topology information, in this section, an efficient
distributed approach, which we call the Distributed Load-Balanced
Parents Assignment Algorithm (DLBPA-A), will be proposed to solve our
target problem.

6.1. Algorithm description

Definition 5 (Local node). Given a spatiotemporal topology graph
G=(V,E,W,L) and any two nodes v;, vj € V, node v; is called the
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local node of node v; if and only if CCS(v;) (N CCS(v;) # # and there
exists at least one node vy, € CCS(v;) M CCS(v;) so that Ts(vy) # Ts(r)
for each r € CPS(v).

Here, we come up with an efficient distributed algorithm DLBPA-
A, which mainly consists of Initialization Phase and Competition Phase.

Overall, in Initialization Phase, each node will figure out its initial
transmission load and send it to all of its local nodes. In Competition
Phase, each node will compete with its local nodes, and the compe-
tition winner which has the local maximum transmission load will
make the redundancy reduction decision. This process will be repeated
until no redundancy is found for each node.

Initialization Phase: First, we will perform the MDPGC-A as
stated in Section 3.1 in a distributed way, accordingly, each node
v; will get its CPS(v;) and CCS(v;), and the Transmission Strategy
of each node v;, say TS(v;), will be initially set as {TR(v;,t)|t €
UjeCCS(vi) T:(j)}. If CCS(v;) = @, in particular, TS(v;) will be initially
set as null. Then, each sensing node v; will make the following deci-
sion:

o ifvy € CPS(v;), v; will choose vy as its parent, then mark itself with
assigned node and send a control packet containing the assigned
parent ID vy to all nodes in CPS(v;);

if vg ¢ CPS(v;) and there exists a nonempty set S' = {j|j € CPS(v;)
and T;(j) = Ts(v;)}, v; will arbitrarily choose one node in S’ as its
parent, then mark itself with assigned node and send a control
packet containing the assigned parent ID to all nodes in CPS(v;);
if vy ¢ CPS(v;) and there does not exist a nonempty set S’ =
{jlj € CPS(v;) and Ts(j) = Ts(v;)}, v; will mark itself with unas-
signed node, then set its degree deg(v;) = |CPS(v;)| and send a con-
trol packet containing CPS(v;) and deg(v;) to all nodes in CPS(v;).

Afterwards, each node v; will wait until the control packets from
all nodes in CCS(v;) are received. For each t € Ujcccs(y,) T5(J). if the
nodes in S(v;, t) are all the assigned nodes and none of their assigned
parent IDs is v;, then v; will remove the transmission TR(v;, t) from
TS(v;). Next, v; will update CCS(v;) by removing all the assigned nodes
from CCS(v;). Based on the received control packets from all the
unassigned nodes in CCS(v;), v; will first figure out its transmission
load Load(v;) = | Ujeccs(u,-) T;(j)| and find its local nodes set LNS(v;) =
Ujecesw) CPS(j) — {v;}, and then send a competition packet contain-
ing Load(v;) to all the nodes in LNS(v;) by selecting the nodes in
CCS(v;) as the forwarders. Specially, if CCS(v;) = @, then Load(v;) =0
and no competition packet will be sent by v;.

Competition Phase: Upon receiving the competition packets
from all the nodes in LNS(v;), v; will figure out its local maximum-
load nodes set Lmax(V;) = arg MaX e ns(w,) Uiy, yLoad(j). If v; is the
competition winner (i.e., V; € Lmax(v;) and also v; has the small-
est ID number among all the nodes in Lyngx(v;)), it will first fig-
ure out the Redundancy Degree (RD) RD(v;,t) = minjes(ui't) deg(j)
for each transmission TR(v;,t)(t € UjeCCS(v,-)TS(j)) and count the
number of redundant transmissions |TS:(v;)| where the redun-
dant transmissions set TS;(v;) = {TR(v;, t)|TR(v;, t) e TS(v;) and t ¢
T; (v;) and RD(v;, t) > 1}, and then make the following redundancy re-
duction decision:

o if  |TS:(v;)| > Load(v;) — maxjenswy Load(j) +1, v will
first update TS(v;) =TS(v;) — TS;(v;) where TSi(v;) de-
notes the set of redundant transmissions with the largest
Load(v;) — MaX;eins(y,) Load(j)+1 RD values in TS:(v;) and
update Load(v;) = max e ns(y,) Load(j) — 1, then send a compe-
tition packet containing Load(v;) and T(v;) to all the nodes in
CCS(v;) where T (v;) = {t|TR(v;, t) € TS:(vy)};

if |TS:(v;)| < Load(v;) — MaX e Ns(v,) Load(j) + 1, v; will first up-
date TS(v;) = TS(v;) — TSy (v;) and set Load(v;) = 0, then send a
competition packet containing Load (v;) and T (v;) to all the nodes
in CCS(v;) where T(v;) = {t|TR(v;. t) € TS/ (v;)}.

Upon receiving this competition packet, any v; € CCS(v;) will 1)
check whether Load(v;) in this competition packet is 0. If yes, it
will add v; into a set CPSy(v;) which is initially set as null; 2) check
whether Ts(v;) < T(v;). If no, v; will just forward a new competition
packet containing Load(v;) to all the nodes in CPS(v;) — CPSy(v;); if
yes, v; will update deg(v;) = deg(v;) — 1 and then forward a new
competition packet containing Load (v;) and deg(v;) to all the nodes in
CPS(vj) — CPSy(v}). For any node v; with non-zero transmission load,
when receiving all the competition packets attached with the trans-
mission load of any v; e LNS(v;) from all nodes in CCS(v;) (M CCS(v;),
it will first update the current Load(v;) and update deg(k) for each
k e CCS(v;) N CCS(v;), then check whether it is the competition win-
ner. If no, it will just keep waiting; if yes, it will recompute the RD
value of each transmission, make the aforementioned redundancy re-
duction decision and then keep waiting. The above process is itera-
tively performed until each of the nodes becomes the terminated node
and any node v; is called the terminated node if and only if either
Load(v;) = 0, or Load(j) = 0 for each j € LNS(v;).

Finally, any node v; will go into the low-duty-cycle mode accord-
ing to the working schedule immediately after it becomes the termi-
nated node, and once receiving a broadcasting message, v; will for-
ward it according to the Transmission Strategy TS(v;).

6.2. Example
Fig. 7 illustrates an example of our proposed DLBPA-A on the com-

ponent as shown in Fig. 7(a). Initially, each node in S; will set its Trans-
missions Set as follows (i.e., Fig. 7(b)):

TS(s!) = {TR(s}. 1), TR(s!. 2) }:
TS(s?) = {TR(s?. 1). TR(s?. 2)}:
TS(s?) = {TR(s?,2)}; TS(s?) = {TR(s{, 1), TR(s{, 2)}.

then each node rl‘.J € R; will identify itself as the unassigned node and
send a control packet containing CPS(rl.q) and deg(r?) to all nodes in
CPS(r?). Accordingly, each node in S; will respectively get its transmis-
sion load and local nodes set as follows:

Load(s!) =2, LNS(s}) = {s?}:
Load(s; )_2 LNS(s?) = {s!.s}}:
Load(s?) =1, INS(s}) = {s?.s?};
Load(s!) =2, LNS(s{) = {s?}.

Next, each node sf € S; will send a competition packet containing
Load(s) to all the nodes in LNS(s?), and thus s! will become the com-
petition winner since s} € Linax(s}) = {s!. s?} and s/ has the smaller ID
number than siz. Likewise, s;‘ will also become the competition winner
since it has a larger transmission load than s,.3 (i.e., Fig. 7(c)).

Afterwards, s] and s} will respectively find that TS;(s}) =
{TR(s!, 1)} and TS;(s}) = {TR(s},2)}. and according to our redun-
dancy reduction decision, s} will update TS(s!) = {TR(s}.2)}. set
Load (sl.l) = 0 and send a competition packet containing Load (s}) and
T(s}) to all the nodes in CCS(s}). Similarly, s# will update TS(s}) =
{TR(S;‘, 1)}, set Load(sf‘) = 0 and send a competition packet contain-
ing Load(s}) and T(s}) to all the nodes in CCS(s{). then s} and s}
will both identify themselves as terminated nodes, and 1) r} will up-
date deg(r}) =1 and then send a new competition packet contain-
ing Load(s!) and deg(r]) to s?; 2) r? will update deg(r?) = 1 and then
send a new competition packet containing Load(sl.l) and deg(r?) to
sl.z; 3) rf will update deg(rf) =1 and then send a new competition
packet containing Load(s?) and deg(r?) to s3. Next, s? will become
the competition winner (i.e., Fig. 7(d)) and according to our redun-
dancy reduction decision, s? will first update TS(s?) = {TR(s?, 1)}, set
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Fig. 7. An example of distributed solution (red nodes denote competition winners and white nodes denote terminated nodes). (For interpretation of the references to colour in this

figure legend, the reader is referred to the web version of this article.)

Load (siz) = 0 and send a competition packet containing Load (51.2) and
T(sl.z) to all the nodes in CCS(sl.Z), and then identify itself as terminated
node (i.e., Fig. 7(e)).

Finally, r# will update deg(r#) = 1 and then send a new competi-
tion packet containing Load(s?) and deg(r?) to s?, and s? will iden-
tify itself as terminated node since Load(j) = O for each j e LNS(S?),
therefore, we can get the final broadcasting schedule (i.e., Fig. 7(f)) as
follows:

TS(s!) = {TR(s}.2)}; TS(s?
TS(s?) = {TR(s}.2)}: TS(sf) = {TR(s. 1)}.

6.3. Message complexity

In Initialization Phase, it is obvious that the MDPGC-A will cost
O(N?) transmissions where N denotes the number of nodes in the
network. After the MDPGC-A, each sensing node v; will send one
control packet to all nodes in CPS(v;) and some of nodes will then
respectively send one competition packet. Upon receiving a compe-
tition packet from any node in CPS(v;), any unassigned node v; will
forward this competition packet to all nodes in CPS(v;). As we know,
|CPS(v;)| < dmax Where dpgx denotes the maximum node degree in
the network. Let COST;,;; denote the number of transmissions in Ini-
tialization Phase, and we can have that COST;,;; < O(N2) + N+ N +N -
dmax = O(NZ)‘

In Competition Phase, once any node v; is determined as the com-
petition winner, it will send one competition packet to all nodes
in CCS(v;) and each node v; € CCS(v;) will then send at most one
competition packet to all nodes in CPS(v;) — CPSy(v;). As |CCS(vy)| <
dmax, the event that any node is determined as the competition
winner will result in at most 1+ dmgx transmissions. Let COSTcomp
denote the number of transmissions in Competition Phase, and it
is obvious that any node v; will determine itself as the com-
petition winner for at most | Ujccesq,) Is(J)| times. We can thus
have that COSTeomp < (1 + dimax) - | Ujeces(y T(j)|-N < (1 +dmax) -
|CCS(;)| - N < (1 4 dmax) - dmax - N = O(N - d2,4,).

Accordingly, the total message complexity of our proposed DLBPA-
A is COSTyyj¢ + COSTeomp < O(N?) + O(N - d25x) = O(N? + N - d2,).

7. Practical issues

In this section, we will discuss the practical issues faced when im-
plementing our proposed solutions.

Note that, we make the same assumptions as most of the exist-
ing works about broadcast scheduling for low-duty-cycle WSNs, that

is, the assumptions made in our paper are all commonly used in the
existing related works and our solution does NOT bring any addi-
tional overhead compared with the existing related works. Actually,
these commonly used assumptions will cost much less overhead in
practice. For example, we only need to realize a local synchroniza-
tion between neighboring nodes in our paper. In real WSNs, local
synchronization can be achieved by using an existing high-efficient
MAC-layer time stamping technique FTSP (Flooding Time Synchro-
nization Protocol) [31], which achieves an accuracy of 2.24us with
the cost of exchanging only a few bytes of packets among neighboring
nodes every 15 minutes. Since the length of each time slot is usually
long enough (at least tens of milliseconds) in practice, the accuracy
of 2.24us is sufficient. Also, the assumption that each node is aware
of the working schedules of all its neighboring nodes can be realized
by only exchanging the schedules between neighboring nodes im-
mediately after the deployment. In our solution, we will use a binary
string to represent the working schedule, e.g., to use the binary string
< 0010 > to represent the periodic working schedule {2} with L = 4.
In this way, we can find that the exchange cost of the working sched-
ules between neighboring nodes is quite low especially when an ef-
ficient string compression scheme is adopted. More importantly, this
exchange is only a one-time task during the implementation of our
solution. Therefore, this assumption will bring much less overhead in
practice.

In our centralized solution, each node will initially keep awake im-
mediately after the deployment and the sink will derive the network
topology according to some existing solution. Based on the network
topology, the sink will execute our centralized algorithm to obtain
the broadcasting schedule and then distribute it to all nodes in the
network, and this will be done during the initialization phase of the
network and is a one-time task. Actually, this is also the commonly
used implementation for most of the existing centralized algorithms.
For our distributed solution, we will first install our proposed dis-
tributed algorithm on each node, then each node will execute our dis-
tributed algorithm as described in Section 6.1 immediately after the
deployment. For both solutions, once getting the transmission strat-
egy, each node will put itself into the low-duty-cycle mode accord-
ing to its own working schedule (the working schedule can be deter-
mined independently by itself or can rely on a particular power man-
agement protocol). Upon receiving a packet, any node v will check its
header to see whether it is a broadcast packet, if yes, node v will for-
ward this packet according to its own transmission strategy. In this
paper, we do not need to require specific sink location. Note that our
objective is to minimize the maximum transmission load of a broad-
cast schedule for low-duty-cycle WSNs, subject to the constraint that
each node should have the minimum end-to-end delay under the
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broadcast schedule. We can easily find that the change of sink lo-
cation will only influence the minimum end-to-end delay for each
node, but will absolutely not influence the performance (e.g., approx-
imation ratio) of our solution in terms of energy fairness.

In this paper, we assume that our target applications will not ex-
perience a notable change on the link qualities, which implies the
topology changes mainly come from the energy depletion of sensing
nodes. In practice, some emerging technologies (e.g., Wireless Charg-
ing Technology [32] and Mobile Robot Technology [33].) can help us
deal with such kind of topology changes. For example, we can set an
energy threshold for each node, and any node will transmit an alarm
packet to the sink once its residual energy is below this threshold.
Upon receiving the alarm packet, the sink will send a mobile charger
to the target node and wirelessly recharge it, or send a mobile robot
there to replace the target node with a new one that has the same
code and configuration as the target node. In this case, we do not need
to consider the topology change and the network initialization phase
is just a one-time task, which implies the control traffic in the net-
work initialization phase will bring much less overhead compared
with the long-term run of the broadcasting applications so that its
cost can be approximately neglected.

8. Performance evaluation

In this section, we evaluate the performance of our solutions via
simulations.

8.1. Experiment setup

In our setting, we consider that all sensor nodes are uniformly dis-
tributed in a 100 m+100 m sensory field with the sink node located
at the center of the field. For simplicity and without loss of general-
ity, we assume that one period of any node’s working schedule con-
tains only one active state time slot, and the disk communication model
is adopted, i.e., any node A can successfully deliver a packet to any
node B if and only if node B is located within the communication
range of node A. Actually, our solution can still be available and well-
performed for a general communication model where the communi-
cation link does not totally depend on the distance. Here, we assume
that all nodes have the same communication range R, and we set
R; = 10 m. Further, we let each sensing node randomly determine its
own working schedule and for the sink node vy, we set Ts(vg) = {0}.
Unless otherwise stated, we set N=800, L=50 (i.e., duty cycle=2%),
and all the results are obtained by averaging over 50 experiments.

As stated in Section 3.1, we assume the interarrival time between
any two successive broadcast requests from the sink is more than the
minimum broadcast latency, which implies we do not need to define
specific broadcasting message traffic in our performance evaluation,
since this practical assumption can make sure that the collision be-
tween any two requests must not occur under whatever broadcasting
message traffic. Likewise, we also do not need to consider the con-
trol traffic, because the control traffic only occurs at the construction
stage of broadcasting schedule, which means it is only a one-time
task. Obviously, the control traffic, which only occurs at the initializa-
tion phase of the deployed network, will not influence the broadcast-
ing message traffic in practice. As the control packets are short and
their transmissions only occur at the initialization phase of the de-
ployed network, the overhead induced by our proposed solutions are
so small compared with the whole energy consumption that can be
neglected. Thus we can only take into account the transmission load
when computing energy consumption.

Here, we compare our solutions with two traditional solutions.
One is the well-known Bellman-Ford Algorithm, which is commonly
used to find the shortest path tree. Another one is the Random Par-
ent Selection Algorithm (RPS-A), in which each sensing node v; will

randomly select one node in CPS(v;) as its parent after performing
MDPGC-A.

8.2. Performance of energy fairness

First, we will show the performance of energy fairness. As shown
in [1], idle listening mode has nearly the same energy consump-
tion rate with the receiving mode for each real sensor node in prac-
tice, which implies any node will consume nearly a constant energy
amount in an active time slot no matter whether any packet is re-
ceived in this slot. In other words, we do not need to consider the
receiving energy consumption for all nodes (i.e., the receiving energy
consumption for all nodes can be approximately neglected), because
in our model, each node only receives the packet at its scheduled ac-
tive time slot and the receiving of packets does not bring any addi-
tional energy consumption. In addition, we assume that our target
networks have commonly adopted the load-balanced data collection
protocols and also assume that each node has the same initial en-
ergy immediately after the deployment, therefore, we only need to
consider transmission load as the main metric of energy consump-
tion for broadcasting and similar transmission loads can absolutely
ensure energy fairness.

Fig. 8 (a) and (b) compare our solutions with the traditional so-
lutions in terms of the maximum transmission load, and we find
that our proposed LBPA-A and DLBPA-A can always get much bet-
ter performance than Bellman-Ford Algorithm and RPS-A no mat-
ter how N or L (i.e., duty cycle) varies. As shown in both Fig. 8(a)
and Fig. 8(b), Bellman-Ford Algorithm exhibits the worst performance
since in Bellman-Ford Algorithm, each node v; will only select the first
coming node in CPS(v;) as its parent which would make some nodes
undertake much more load. In addition, LBPA-A exhibits a slightly
better performance than DLBPA-A. This is because compared with
DLBPA-A, LBPA-A utilizes the global information to greedily reduce
the redundancy and adopts a better comparison metric considering
the influence of the removal of the redundant transmission on the
RD values of the transmissions from the other senders. Also, we can
find that under the assumption of uniform distribution and disk com-
munication model, LBPA-A and DLBPA-A can always get a stable maxi-
mum transmission load, i.e., around 2-3, which is near-optimal as the
optimal solution must be at least 1.

Furthermore, as shown in Fig. 8(c), LBPA-A and DLBPA-A can al-
ways achieve a much lower Standard Deviation of the transmission
load for all sensing nodes, and Fig. 8(d) exhibits a representative CDF
of transmission load for these four solutions. Fig. 9 explicitly illus-
trates the distribution of transmission loads. We can find that LBPA-A
and DLBPA-A exhibit a much better load balancing between sensor
nodes. Accordingly, we can conclude that compared with the tradi-
tional Bellman-Ford Algorithm and RPS-A, our proposed LBPA-A and
DLBPA-A can obtain a better energy fairness.

8.3. Performance of total energy consumption

As the efficient schemes for redundant transmissions reduction
are adopted, LBPA-A and DLBPA-A perform much better in terms of
the total transmission load than Bellman-Ford Algorithm and RPS-A,
which can be seen in Fig. 10(a) and (b). Here, the total transmis-
sion load denotes the transmission load cumulated on all nodes. In
Fig. 10(a) and Fig. 10(b), we can find that DLBPA-A performs slightly
better than LBPA-A, and compared with Bellman-Ford Algorithm and
RPS-A, the performance advantage of LBPA-A and DLBPA-A will be
enlarged as the number of nodes N increases or the period length of
working schedule L decreases (i.e., the duty cycle increases). This is
because the increase of N or the decrease of L will make more neigh-
boring nodes have the same working schedule, which would bring
more redundant transmissions and provide more opportunities for
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LBPA-A and DLBPA-A to improve total energy consumption by effi-
ciently reduce the redundancy of transmissions.

8.4. Performance of delivery ratio

In the above sections, we do not consider the packet collision
problem for simplicity. Here, we will mainly investigate the impact
of packet collision problem on delivery ratio for our solutions in low-
duty-cycle WSNs and propose a simple and efficient approach to fur-
ther improve the delivery ratio in practice. First, we assume each
time slot can only accommodate one packet transmission, i.e., |T| = 1
where |T| denotes the largest number of packet transmissions that
each time slot can accommodate. Here, we define that a collision will
happen if and only if some node receives the same packet from multi-
ple different senders at the same time and once a collision happens at
some node, the node will fail to receive this packet. Fig. 11(a) and (b)
show the delivery ratio of our solutions and the traditional solutions
when |T| = 1. We can find that no matter how N or L (i.e., duty cycle)
varies, LBPA-A and DLBPA-A can always achieve a much higher deliv-
ery ratio than Bellman-Ford Algorithm and RPS-A, and DLBPA-A per-
forms better than LBPA-A. The delivery ratio of our solutions will be-
come higher as N decreases or L increases (i.e., duty cycle decreases).
This can be explained by the fact that the decrease of the number of
nodes or the decrease of duty cycle will make less neighboring nodes
have the same working schedule, which would reduce the collision
chance in the network. As shown in Fig. 11(a), LBPA-A and DLBPA-
A can always keep a delivery ratio of over 80% when N varies from

600 to 1500 and a delivery ratio of over 90% can be achieved when
the network scale is moderate (i.e., N < 1000). Specifically, the de-
livery ratio of LBPA-A and DLBPA-A can respectively achieve 95.56%
and 97.29% when N = 600. As in Fig. 11(b), LBPA-A and DLBPA-A can
achieve a delivery ratio of over 90% when L > 50 (i.e., duty cycle <
2%). Specifically, the delivery ratio of LBPA-A and DLBPA-A can respec-
tively achieve 96.85% and 98.7% when L = 100 (i.e., duty cycle=1%).
We thus conclude that for moderate-scale low-duty-cycle WSNs,
our solutions can always achieve a considerable delivery ratio when
IT| =1.

In practice, each time slot is always set as long enough (i.e., |T|
> 1), because in the applications of data collection, each forwarder
is usually expected to receive as more data packets as possible from
its children at one time slot to make the data aggregation in order
to achieve high energy efficiency. Here, we utilize a simple and ef-
ficient random transmission strategy to further improve the delivery
ratio of our solutions. Specifically, we will divide each time slot into
|T| equal time units so that each time unit can just accommodate one
packet transmission, and if any node is scheduled to transmit a broad-
casting packet at some time slot, it will randomly select a time unit
of this time slot to send the packet. By this way, the packet colli-
sion chance can be further reduced greatly. Fig. 12 exhibits the re-
lationship between |T| and delivery ratio for all four solutions when
random transmission strategy is adopted. We can find that the deliv-
ery ratio increases as |T| increases for all four solutions and our so-
lutions always exhibit better performance than the traditional solu-
tions regardless of |T|, and the delivery ratio of our solutions will be
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significantly improved especially when |T| changes from 1 to 2. In
Fig. 12 where N = 800, L = 50 and R, = 10 m, it can be seen that when
|T| > 1, both of LBPA-A and DLBPA-A always achieve a delivery ratio
of over 95%, and a delivery ratio of over 99% can be achieved when
|T| > 8 for LBPA-A and |T| > 5 for DLBPA-A, which indicates that for
low-duty-cycle WSNs with random transmission strategy, the packet
collision problem can thus be approximately neglected as the deliv-
ery ratio usually approaches to 100% in practice.

As the interarrival time between any two successive broadcast
requests is always far more than the minimum broadcast latency
in real WSNs, the delivery ratio of our proposed solutions will thus
absolutely not be influenced under whatever broadcasting message
traffic. Intuitively, the topology change will influence the delivery
ratio of broadcasting, however, it is worthless to consider the influ-
ence of topology change on the delivery ratio. This is because we
can periodically re-execute our algorithm to update the broadcasting
schedule in our solutions according to the history record about the
frequency of topology change and thus the influence of topology
change on the delivery ratio is so less that it can be neglected in
practice. Moreover, it does not make any sense to characterize the
relationship between topology change and delivery ratio, since
we can easily find that some local link or node change could in-
crease, decrease or unchange the delivery ratio and there does not
exist a notable correlation between topology change and delivery
ratio.

9. Conclusion

In this paper, we mainly focus on the Load-Balanced Minimum
Delay Broadcast Scheduling Problem (LB-MDBS) for low-duty-cycle
WSNs. We first transform our LB-MDBS problem into the equiva-
lent Load-Balanced Parents Assignment Problem (LBPA), and prove its
NP-hardness. Then, we address this problem by proposing the Load-
Balanced Parents Assignment Algorithm (LBPA-A) which achieves A-
approximation, where A denotes the maximum number of neighbors
that are scheduled to wake up at the same time and is typically a
small number in low-duty-cycle WSNs. Also, we present an efficient
distributed solution. Finally, the high-efficiency of our solutions has
been evaluated by simulations in terms of energy fairness, total en-
ergy consumption and delivery ratio.
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